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Abstract. We provided in [14] and [15] a semilocal convergence analysis for Newton’s
method on a Banach space setting, by splitting the given operator. In this study, we
improve the error bounds, order of convergence, and simplify the sufficient convergence
conditions. Our results compare favorably with the Newton-Kantorovich theorem for
solving equations.
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1. Introduction

LetX and Y be Banach spaces, let D be an open convex subset ofX , and let F : D 7−→
Y be a Fréchet differentiable function, fixed all throughout this paper. In the sequel, we
will assume that the function F has a splitting

F = f + g, (1.1)

where f , g : D 7−→Y are Fréchet differentiable functions satisfying the condition

F ′(x) = F ′(u0), ∀x ∈ D =⇒ f ′(x) = f ′(u0), ∀x ∈ D. (1.2)

What this means is that the splitting functions f and g should only be nonlinear if the
initial function F is nonlinear. Given any u0 ∈ D and r > 0, U(u0, r) will designate the set
{x ∈ X : ‖x − u0‖ ≤ r}, and U(u0, r) the corresponding interior ball.
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We are interested in the solvability of the equation

F(u) = 0. (1.3)

A large number of problems in applied mathematics and also in engineering are solved
by finding the solutions of certain equations. For example, dynamic systems are mathemat-
ically modeled by difference or differential equations, and their solutions usually represent
the states of the systems. For the sake of simplicity, assume that a time-invariant system
is driven by the equation ẋ = Q(x) (for some suitable operator Q), where x is the state.
Then the equilibrium states are determined by solving equation (1.3). Similar equations
are used in the case of discrete systems. The unknowns of engineering equations can be
functions (difference, differential, and integral equations), vectors (systems of linear or
nonlinear algebraic equations), or real or complex numbers (single algebraic equations
with single unknowns). Except in special cases, the most commonly used solution meth-
ods are iterative — when starting from one or several initial approximations a sequence
is constructed that converges to a solution of the equation. Iteration methods are also
applied for solving optimization problems. In such cases, the iteration sequences converge
to an optimal solution of the problem at hand. Since all of these methods have the same
recursive structure, they can be introduced and discussed in a general framework.

In previous papers co-authored by the first author, see [14, 15], we have provided
(see also Theorems 2.2, 2.3, 3.1 and 3.2) an analysis under weaker sufficient convergent
conditions than the celebrated Newton-Kantorovich theorem for solving equations (see
Theorem 2.1).

Here, we improve the bounds on the distances ‖ xk+1− xk ‖, ‖ xk − x⋆ ‖, (k ≥ 0), and
also simplify the sufficient convergence conditions for Newton method (2.1).

2. Preliminaries

In using the Newton’s method

um+1 = um− F ′(um)
−1 F(um), (2.1)

one of the most important theorems in nonlinear analysis is the following result due —
essentially — to Kantorovich [7].

Theorem 2.1 (The Kantorovich theorem). Suppose that F ′(u0)
−1 exists for some u0 ∈ D,

and that there exists K ≥ 0 and η ≥ 0 such that

‖ F ′(u0)
−1 F(u0) ‖≤ η, (2.2)

‖ F ′(u0)
−1 (F ′(x)− F ′(y)) ‖≤ K ‖ x − y ‖, ∀x , y ∈ D, (2.3)

2 K η ≤ 1. (2.4)

Let

t⋆ =
2 η

1+
p

1− 2 K η
, T⋆ =

2

K
− t⋆,


