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Abstract. This paper deals with numerical solutions of backward stochastic differ-
ential equations (BSDEs). For solving BSDEs, a class of third-order one-step multi-
derivative methods are derived. Several numerical examples are presented to illus-
trate the computational effectiveness and high-order accuracy of the methods. To
show the advantage of the methods, a comparison with §-methods is also given.
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1. Introduction

Consider the one-dimension backward stochastic differential equations (BSDEs) in
a filtered complete probability space (2, F, P, {F; }o<i<7):

T T
Yt—<p(XT)—|—/ f(s,Ys)ds—/ ZdW,,  te[0,T), 1.1)
t t

where f: Q x [0,7] x R — R is the generator of (1.1) with the Lipschitz condition and
linear increment condition w.r.t. y, (2, F, P, {F; }o<i<7) a filtered complete probability
space with {F;}o<t<7 being the natural filtration of the one-dimensional Brownian
motion {W;}o<i<r, Xt = x0 + W; with an assigned constant xp, ¢ : R — R a given
function with the linear increment condition and pair (Y;, Z;) : [0,7] x @ - R x R an
L?-adapted solution of (1.1), i.e., it is F;-adapted and square integrable. In order to
perform the subsequent analysis to BSDEs (1.1), we introduce the following notations:
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o CU([0,T] x R): space of ¢ : (t,z) € [0,7] x R — R with continuous partial
derivatives up to [ w.r.t. t and up to k w.r.t. z;

o C’é’k([O,T] x R): space of ¢ : (t,x) € [0,7] x R — R with uniformly bounded
partial derivatives up to [ w.r.t. £ and up to k w.r.t. z;

e CF(R,R): space of k times continuously differentiable function f : R — R;

e L1([0,T];R): space of R-valued F;-adapted processes X; (¢t € [0,7]) with
E[f]1X:]?] < o0 as.

The unique solvability condition of (1.1) has been derived in Pardoux and Peng [10].

Moreover, Peng [11] presented a relationship between BSDEs (1.1) and a class of spe-

cific partial differential equations. These conclusions show that (1.1) has a unique
solution (Y, Z;) € L%, ([0, T]; R) with

Y, =u(t,Wy),  Zy=Vuult,W,), te[o,T], (1.2)

where V,u is the gradient of v w.r.t. x and u(¢, x) € C,} ([0, T] xR) denotes the solution
of the following Cauchy problem:

ou 10%u
§+§@(t,x)+f(t,u(t,:r))—0, tel0,7), zeR,

u(T,xz) = p(z), z € R.

(1.3)

BSDEs (1.1) are a class of important equations and have the wide applications in
financial mathematics, nonlinear martingale theory, game theory, stochastic control and
so forth (cf. [2,12-14,16]). Nevertheless, it is hard to obtain the analytical solution of
a BSDE. Thus, developing various numerical methods to solve BSDEs becomes a very
significant topic. Up to now, a number of effective numerical methods for BSDEs have
been presented, such as Crank-Nicolson methods [18,21], #-method [1,22,23], Monte-
Carlo methods [9, 24], Runge-Kutta methods [4], spectral methods [6] and multistep
methods [19,25-28].

Among the existed numerical methods for BSDEs (1.1), except some of the multi-
step methods and Runge-Kutta methods, no one-step method that the order exceeds
two has been obtained up to now. In view of this, in the present paper, we consider
the construction of a class of third-order one-step methods. The rest of the paper
is organized as follows. In Section 2, for the subsequent analysis, some elementary
concepts and results are reviewed. In Section 3, with the It6-Taylor expansion and
nonlinear Feynman-Kac formula, a class of one-step multi-derivative methods are de-
rived, whose order can arrive at three. In Section 4, several numerical examples are
presented to illustrate the computational effectiveness and numerical accuracy of the
methods. Finally, in Section 5, a comparison between one-step multi-derivative meth-
ods and 6-method is given, which shows that the former has better advantage than the
latter in computational accuracy.



