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Abstract. A kind of inverse eigenvalue problem in structural dynamics design is considered.
The problem is formulated as an optimization problem. The properties of this problem are
analyzed, and the existence of the optimum solution is proved. The directional derivative
of the objective function is obtained and a necessary condition for a point to be a local
minimum point is given. Then a numerical algorithm for solving the problem is presented
and a plane-truss problem is discussed to show the applications of the theories and the
algorithm.
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1 Introduction

Structural dynamics design is to design a structure subject to the dynamic characteristics re-
quirement, i.e., determine physical and geometrical parameters such that the structure has the
given frequencies and (or) mode shapes. This problem often arises in engineering connected with
vibration. Recently, Joseph [1], Li et al. [2,3] converted the structural dynamics design to the
following inverse eigenvalue problem.

GIEP Let x = (x1, · · · , xm)
T
, and let A(x) and B(x) be real n×n symmetric matrix-valued

functions analytic in Rm, and B(x) be positive definite whenever c ∈ Ω which is a closed subset
of Rm. Given p(p ≤ n) real eigenvalues λ∗

1 ≥ · · · ≥ λ∗
p, find x ∈ Ω such that the generalized

eigenvalue problem A(x)y(x) = λ(x)B(x)y(x) has the prescribed eigenvalues λ∗
1, · · · , λ∗

p.
Assume that m = n = p, and that the given eigenvalues λ∗

1, · · · , λ∗
n are distinct. In [1-4],

GIEP is converted to the following nonlinear problem:

λi(x) = λ∗
i , i = 1, · · · , n, (1)
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where λ1(x) ≥ · · · ≥ λn(x) are n eigenvalues of the generalized eigenvalue problem A(x)y(x) =
λ(x)B(x)y(x), which is solved by using the Newton’s method. In particular, [4] considered
the improvement of GIEP and its numerical algorithm in the presence of multiple prescribed
eigenvalues.

In structural design, the number m of design variables x1, · · · , xm, the number p of prescribed
eigenvalues λi, and the order n of matrices A(x), B(x) are not equal. In this case the number p
of equations in (1) is not equal to the number m of unknowns, thus GIEP is ill-posed. In this
paper, we propose the proper formulation of inverse eigenvalue problems in structural dynamics
design, convert the problem to a constrained optimization problem, analyze the properties of the
optimization problem, prove that the optimum solution exists, give a necessary condition for a
point to be a local minimum point, and present a numerical algorithm to solve this problem.

To facilitate the discussion, we shall adopt the following notations. By Rm×n is meant the set
of all m× n real matrices, Rn = Rn×1. SRn×n is the set of all real symmetric matrices. SRn×n

+

is the set of all real symmetric positive definite matrices. Im is the m×m identity matrix. ϕn is
the set of all permutations of 1, · · · , n. ‖ · ‖ denotes the Euclidean vector norm. λ(A) stands for
the set of all eigenvalues of the matrix A. f ′(x; v) denotes the directional derivative of function
f(x) at x ∈ Rm along the direction v ∈ Rm.

2 The formulation of problem and its properties

Let Ω be a closed domain in Rm, A(x) ∈ SRn×n and B(x) ∈ SRn×n
+ be an analytic matrix-valued

functions on Ω. Given p real eigenvalues λ∗
1 ≥ · · · ≥ λ∗

p, define f : Ω → R

f(x) = min
π∈ϕn

p∑

i=1

[λπ(i)(x) − λ∗
i ]

2
, (2)

where λ1(x) ≥ · · · ≥ λn(x) are n eigenvalues of A(x)y(x) = λ(x)B(x)y(x). λ1(x), · · · , λn(x) are
usually called the eigenvalues of symmetric matrix pencil {A(x), B(x)}.

The parameter xi often varies in a special range. Let l = (l1, · · · , lm)T and u = (u1, · · · , um)T ∈
Rm. The notion l < u(l ≤ u) means that li < ui(li ≤ ui) for i = 1, · · · , m. Moreover, the set Ω
with vectors x satisfying l ≤ x ≤ u is given by Ω = {x ∈ Rm|l ≤ x ≤ u}. The inverse eigenvalue
problem in structural dynamics design can be described as the following optimization problem.

MGIEP Given l, u ∈ Rm, l < u, Ω = {x ∈ Rm|l ≤ x ≤ u}, and p(p ≤ n) real eigenvalues
λ∗

1 ≥ · · · ≥ λ∗
p . A(x) ∈ SRn×n and B(x) ∈ SRn×n

+ are analytic matrix-valued functions on Ω.
Find x∗ ∈ Ω such that f(x∗) = min

x∈Ω
f(x), where f(x) is defined in (2).

The following lemma can be proved by mathematical induction.

Lemma 2.1. Let D be a domain in Rm, B(x) ∈ SRn×n
+ be an analytic matrix-valued function

on D. Then there exists a unique lower triangular matrix-valued function L(x) with positive

diagonal elements, such that L(x) is analytic on D and satisfies

B(x) = L(x)L(x)T . (3)

The above result implies that the matrix B(x) has an analytic Cholesky decomposition on
D. By Lemma 2.1, we have the following result.

Lemma 2.2. Suppose that A(x) and B(x) be as in MGIEP, the analytic Cholesky decomposition

of B(x) on Ω be (3), and

C(x) = L(x)−1A(x)L(x)−T , (4)


