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Abstract

The Ritz vectors obtained by Arnoldi’s method may not be good approxima-
tions and even may not converge even if the corresponding Ritz values do. In
order to improve the quality of Ritz vectors and enhance the efficiency of Arnoldi
type algorithms, we propose a strategy that uses Ritz values obtained from an
m-dimensional Krylov subspace but chooses modified approximate eigenvectors in
an (m + 1)-dimensional Krylov subspace. Residual norm of each new approximate
eigenpair is minimal over the span of the Ritz vector and the (m +1)th basis vector,
which is awvailable when the m-step Arnoldi process is run. The resulting modi-
fied m-step Arnoldi method is better than the standard m-step one in theory and
cheaper than the standard (m + 1)-step one. Based on this strategy, we present a
modified m-step restarted Arnoldi algorithm. Numerical examples show that the
modified m-step restarted algorithm and its version with Chebyshev acceleration
are often considerably more efficient than the standard (m + 1)-step restarted ones.
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1. Introduction

Arnoldi’s method [1, 12] is used for computing a few selected eigenpairs of large
unsymmetric matrices. It has been investigated since the 1980s; see, e.g., [3—15].

It is well known that the m-step Arnoldi process, as described in detail in Section 2,
generates an orthonormal basis {v;}", of the Krylov subspace Ky, (v1, A) spanned by
vi, Avy, ..., A™ 1y, Here vy is an initial unit norm vector. The projected matrix of
A onto Iy, (v1, A) is represented by an m x m upper Hessenberg matrix H,,. Then the
m-step Arnoldi method uses the Ritz pairs A(™), (™) of A in K,, (v, A) to approximate
some eigenpairs A, ¢ of A.

The convergence analysis in [4,5,13] gives a necessary condition for the convergence
of Arnoldi’s method. It states that the distance between the wanted ¢ and IC,(v1, A)

must approach zero as m increases. However, it is not sufficient, since it is proved in
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[4,5] that Ritz vectors ©(™) may not be good approximations in theory for a general un-
symmetric matrix A even though these distances approach zero and the corresponding
A™) converge. For more details and numerical experiments we refer to [7].

This suggests that we seek new strategies to improve the quality of ¢ and to
enhance the efficiency of Arnoldi type algorithms. The first approach is to keep A(m)
but completely discard <p(m). Instead, the refined approximate eigenvector is chosen
in C;, (v1, A), such that it minimizes the norm of the residual formed with the Ritz
value. It can be computed relatively cheaply by solving an (m + 1) x m singular
value decomposition problem. It is shown in [4, 7] that the refined vectors converge if
the corresponding Ritz values A(™) do, so the possible non-convergence of eigenvectors
is ruled out in theory. Numerical experiments have demonstrated that the resulting
refined algorithms are much more efficient than the standard counterparts.

In this note, we follow a different approach. We observe that the m-step Arnoldi
process generates an orthonormal basis of ;11 (v1, A) rather than of K,,(v1, A), that
is, the (m 4+ 1)th basis vector vy,,11 of K,11(v1, A) is already available when the m-
step Arnoldi process is performed. However, although the basis vectors {vj}?ljll of
Km+1(vi, A) are available in this case, we have only obtained the m x m projected
matrix H,, of A onto Cp,(v1, A). Therefore, v,,11 contributes nothing to the wanted
eigenvectors and is wasted. It only indicates that residuals of A(™ (™) are in its
direction.

We want to exploit the available v,,;1 and propose a new strategy that uses the Ritz
values A(™) obtained from K,,(v1, A) but computes modified approximate eigenvectors
(™) in K,,41(v1, A). These new vectors are linear combinations of (™) and vy, 1, such

™) is minimal over the span of (™ and vy, 1.

that residual norm of each pair A(m),¢(
They can be calculated by solving a two-dimensional minimization problem for each
eigenvector. As a result, residual norms of the new approximate eigenpairs )\(m),@/}(m)
are at least as small as those of (™) go(m) and often dramatically smaller. The total
extra cost of this strategy is one matrix-vector multiplication plus only 27 inner prod-
ucts, where r is the number of wanted eigenpairs and it is typically much smaller than
m in practice. So the resulting modified m-step Arnoldi method is cheaper than the
standard (m + 1)-step one, which requires besides one matrix-vector multiplication at
least (m + 1) inner products.

In Section 2 we review the m-step Arnoldi process and method as well as a few well-
known properties for the motivation and use of our strategy; in Section 3 we describe
the new strategy that chooses modified approximate eigenvectors in K41 (vi, A). We
establish a relationship between residual norms of the modified approximate eigenpairs
and those of the Ritz pairs, and analyze it. We then present a modified m-step restarted
Arnoldi algorithm, and report some numerical experiments in Section 4. They show
that the modified m-step restarted algorithm and its version with Chebyshev acceler-
ation are often considerably more efficient than the standard (m + 1)-step restarted
ones.

Some notation is introduced now. Assume A to be an N x N real matrix with
eigenpairs \;, ;, where ||¢;|]| = 1,7 =1,2,..., N. Here the norm used is the Euclidean
norm. We denote by the superscript * the conjugate transpose of a matrix or vector



