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Abstract. Conjugate symplectic eigenvalue problems arise in solving discrete linear-

quadratic optimal control problems and discrete algebraic Riccati equations. In this
article, backward errors of approximate pairs of conjugate symplectic matrices are ob-

tained from their properties. Several numerical examples are given to illustrate the

results.
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1. Introduction

An important conjugate symplectic eigenvalue problem that arises in the solution of

discrete linear-quadratic optimal control problems and discrete algebraic Riccati equations

is formulated as follows [18–21]. Let Cm×n be the set of m× n complex matrices. A matrix

A∈ Cm×m is said to be conjugate symplectic if m = 2n and A∗JA= J , where

J =

�
0 In

−In 0

�
.

Numerical algorithms for this eigenproblem have been proposed by many authors [2]. To

judge the stability of the computed solution, one may introduce the backward error of an

approximate eigenpair (x,λ) of the matrix A, as a measure of the smallest perturbation E

such that

(A+ E)x = λx ,

and by comparing the backward error with the size of any uncertainties in the data matrix A

determine whether the pair (x,λ) solves the perturbed problem. Let us denote the trace, the
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conjugate, the transpose, the conjugate transformation and the Moore-Penrose generalised

inverse of the matrix A by t r(A), Ā, AT , A∗, and A†, respectively. The identity matrix of order

m is denoted by Im, and the Frobenius norm of a matrix is defined by

‖A‖F =
Æ

t r(A∗A) .

We denote by PA and P⊥A the orthogonal projection onto the rangeR(A) of the matrix A and

the projection complementary to PA, respectively.

The normwise backward error of an eigenpair (x,λ) may be defined as

η(x,λ) =min
E

¦
α−1‖E‖F : (A+ E)x = λx

©
, (1.1)

where α is a given positive parameter that allows us some freedom in how the perturba-

tions are measured. Backward errors of approximate solutions are very important, because

they can be used to assess the stability and quality of numerical algorithms. Let us denote

Xk = (x1,x2, · · · ,xk), Λk = diag(λ1,λ2, · · · ,λk), and the set of approximate eigenpairs by

{(x j ,λ j), j = 1, · · · , k}. The following definition of the backward error [1]

η(Xk,Λk) =min
E

¦
α−1‖E‖F : (A+ E)Xk = XkΛk

©
, (1.2)

is a natural generalisation of (1.1).

It is notable that this definition is only suitable for unstructured matrix eigenpairs. Since

many applications involve structured eigenproblem computation, a definition of the corre-

sponding structured backward error is needed. Thus if K is a set of some classes of struc-

tured matrices, the structured backward error of approximate eigenpairs for the structured

matrix class K may be defined by

ηK (Xk,Λk) =min
E

¦
α−1‖E‖F : (A+ E)Xk = XkΛk, A, A+ E ∈ K

©
. (1.3)

From Eqs. (1.2) and (1.3) it is easy to see that

η(Xk,Λk) ≤ ηK (Xk,Λk).

Explicit expressions for structured backward error ηK (Xk,Λk) have been given for some

particular classes K — viz.

• the set of unitary matrices [3];

• the set of Hermitian unitary matrices [1];

• the set of symplectic unitary matrices [1];

• the set of symmetric orthogonal matrices [1]; and

• the set of symmetric centrosymmetric and symmetric skew-centrosymmetric matri-

ces, respectively [22].


