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Abstract. This paper discusses a new fourth-order compact off-step discretization for the solution of a system of two-dimensional nonlinear elliptic partial differential equations subject to Dirichlet boundary conditions. New methods to obtain the fourth-order accurate numerical solution of the first order normal derivatives of the solution are also derived. In all cases, we use only nine grid points to compute the solution. The proposed methods are directly applicable to singular problems and problems in polar coordinates, which is a main attraction. The convergence analysis of the derived method is discussed in detail. Several physical problems are solved to demonstrate the usefulness of the proposed methods.
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1. Introduction

We consider the system of two-dimensional (2D) nonlinear elliptic partial differential equations (PDE)

$$Lu \equiv A \frac{\partial^2 u}{\partial x^2} + B \frac{\partial^2 u}{\partial y^2} = f$$

(1.1)

defined in the domain $\Omega = \{(x,y)|0 < x,y < 1\}$ with boundary $\partial \Omega$, where

$$A = \text{diag} \left(A^{(i)}(x,y)\right) \in \mathbb{R}^{n \times n}, \quad B = \text{diag} \left(B^{(i)}(x,y)\right) \in \mathbb{R}^{n \times n},$$

$$u = \left[u^{(1)}, u^{(2)}, \ldots, u^{(n)}\right]^t, \quad f = \left[f^{(1)}, f^{(2)}, \ldots, f^{(n)}\right]^t,$$
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and $t$ denotes the transpose of the matrix. We consider $i = 1(1)n$ throughout this paper. Each $f^{(i)}$ is a function of $x$, $y$, $u^{(1)}$, $u^{(2)}$, ..., $u^{(n)}$, $u^{(1)}_x$, $u^{(2)}_x$, ..., $u^{(n)}_x$, $u^{(1)}_y$, $u^{(2)}_y$, ..., $u^{(n)}_y$; and the system (1.1) is subject to the Dirichlet boundary conditions given by

$$ u^{(i)}(x, y) = u_0^{(i)}(x, y), \quad (x, y) \in \partial \Omega $$

(1.2)

where $u_0^{(i)}$ are continuous functions in $\partial \Omega$. In addition, Eqs. (1.1) are assumed to satisfy the ellipticity conditions $A^{(i)}B^{(i)} > 0$ in $\Omega$. Further, $\forall (x, y) \in \Omega$ we assume that

(i) $u^{(i)}(x, y) \in C^6$;
(ii) $A^{(i)}(x, y), B^{(i)}(x, y) \in C^4$;
(iii) $f^{(i)}(x, y, u^{(1)}, u^{(2)}, \cdots, u^{(n)}, u^{(1)}_x, u^{(2)}_x, \cdots, u^{(n)}_x, u^{(1)}_y, u^{(2)}_y, \cdots, u^{(n)}_y)$ is differentiable, and for $j = 1, 2, \cdots, n$

(iv) $\partial f^{(i)}/\partial u^{(j)} \geq 0$;
(v) $|\partial f^{(i)}/\partial u^{(j)}| \leq C$ and $|\partial f^{(i)}/\partial u^{(j)}| \leq D$,

where $C$ and $D$ are positive constants and $C^m$ denotes the set of all functions of $x$ and $y$ with partial derivatives up to order $m$ continuous in $\Omega$ [3]. Conditions (iii), (iv) and (v) guarantee the existence and uniqueness of the solution of the given boundary value problem.

The present paper is concerned with solving the system (1.1) of 2D nonlinear elliptic PDE with variable coefficients by a new compact 9-point fourth-order off-step finite difference discretization. Such systems of equations arise in various important mathematical models in science and engineering. For linear elliptic problems, there has been considerable work done on the development of high order compact schemes and the convergence of relevant iterative solution methods — e.g. [5–10]. Ananthakrishnaiah & Saldanha [4] framed a 13-point fourth-order compact scheme for the solution of a scalar nonlinear elliptic PDE, which was later extended to a system of equations [18]. A variety of high order compact schemes have been developed for the solution of 2D steady state Navier-Stokes (N-S) equations in stream function vorticity form in Cartesian coordinates — e.g. [1, 2, 19–21].

One of the present authors previously proposed fourth-order difference methods for 2D nonlinear elliptic boundary value problems with variable coefficients using only 9 grid points of a single compact cell, with application to the singular problems involving Poisson equation and the Navier-Stokes equations in polar coordinates [12]. Subsequently, fourth-order accurate estimates were developed for the first order normal derivatives ($\partial u/\partial n$) [13]. However, these methods could not be applied to singular elliptic problems directly, due to terms such as $1/r_{l-1}$ in polar coordinates that create difficulties at $l = 1$ where $r_0 = 0$. In such cases, a suitable difference approximation valid at $r = 0$ or a suitable modification at the singular point is required. Consequently, Mohanty and Singh [14] derived a new compact fourth-order discretization for the solution of singularly perturbed 2D nonlinear elliptic problems and the estimates of $(\partial u/\partial n)$, in an approach referred to as off-step discretization.
In this paper, we develop new fourth-order off-step discretizations for the solution of the system (1.1) and estimates of \( \partial u^{(i)} / \partial n \), using 9 grid points of a single compact cell — cf. Fig. 1. In Section 2, we discuss the relevant proposed difference schemes, which are derived in Section 3. Under appropriate conditions, the fourth-order convergence of the method is established in Section 4. In Section 5, we consider numerical examples to illustrate and examine the accuracy of the methods for linear and nonlinear problems, including the singular problem mentioned earlier involving the 2D Poisson equation and steady state Navier-Stokes equations in polar coordinates.

2. Formulation of the Numerical Method

We adopt a rectangular grid on the domain \( \Omega \), with spacing \( h > 0 \) in both the \( x \) and \( y \) directions. The grid points are \( (x_l, y_m) \) for \( x_l = (l-1)h, y_m = (m-1)h; l, m = 1(1)N + 1 \), where \( Nh = 1 \). At each grid point \( (x_l, y_m) \), let \( U_{l,m}^{(i)}, A_{l,m}^{(i)} \) and \( B_{l,m}^{(i)} \) denote the exact values of \( u^{(i)}(x_l, y_m), A^{(i)}(x_l, y_m) \) and \( B^{(i)}(x_l, y_m) \) respectively. Similarly, at each grid point \( (x_l, y_m) \) we denote

\[
A_{xl,m}^{(i)} = \frac{\partial A_{l,m}^{(i)}}{\partial x}, \quad A_{yl,m}^{(i)} = \frac{\partial A_{l,m}^{(i)}}{\partial y}, \quad A_{xxl,m}^{(i)} = \frac{\partial^2 A_{l,m}^{(i)}}{\partial x^2}, \quad \ldots
\]

and the approximate solution value of \( u^{(i)}(x, y) \) by \( U_{l,m}^{(i)} \). Thus at every grid point \( (x_l, y_m) \) each differential equation of the system (1.1) can be written

\[
A_{l,m}^{(i)} \frac{\partial^2 U_{l,m}^{(i)}}{\partial x^2} + B_{l,m}^{(i)} \frac{\partial^2 U_{l,m}^{(i)}}{\partial y^2} = f^{(i)}(x_l, y_m, U_{l,m}^{(1)}, \ldots, U_{l,m}^{(n)}, U_{x,l,m}^{(1)}, \ldots, U_{x,l,m}^{(n)}, U_{y,l,m}^{(1)}, \ldots, U_{y,l,m}^{(n)}) = F_{l,m}^{(i)}.
\]
For the fourth-order discretization of the system (1.1) subject to boundary conditions (1.2), we follow Chawla and Shivakumar [15] with the approximations

\[ \begin{align*}
U_{l \pm \frac{1}{2}, m}^{(i)} &= \frac{1}{2}(U_{l \pm 1, m}^{(i)} + U_{l, m}^{(i)}) \\
U_{l, m \pm \frac{1}{2}}^{(i)} &= \frac{1}{2}(U_{l, m \pm 1}^{(i)} + U_{l, m}^{(i)}) \\
U_{l, m}^{(i)} &= \frac{1}{2h}(U_{l+1, m}^{(i)} - U_{l-1, m}^{(i)}) \\
U_{l \pm \frac{1}{2}, m}^{(i)} &= \frac{1}{h}((\pm U_{l \pm 1, m}^{(i)}) - U_{l, m}^{(i)}) \\
U_{l, m \pm \frac{1}{2}}^{(i)} &= \frac{1}{4h}(U_{l+1, m \pm 1}^{(i)} - U_{l-1, m \pm 1}^{(i)} - U_{l, m \pm 1}^{(i)} + U_{l, m}^{(i)}) \\
U_{l, m}^{(i)} &= \frac{1}{2h}(U_{l+1, m}^{(i)} - U_{l-1, m}^{(i)}) \\
U_{l, m \pm \frac{1}{2}}^{(i)} &= \frac{1}{4h}(U_{l+1, m \pm 1}^{(i)} - U_{l-1, m \pm 1}^{(i)} - U_{l, m \pm 1}^{(i)} + U_{l, m}^{(i)}) \\
U_{l, m}^{(i)} &= \frac{1}{h}((\pm U_{l, m \pm 1}^{(i)}) - U_{l, m}^{(i)}) \\
U_{l, m}^{(i)} &= \frac{U_{l+1, m}^{(i)} - 2U_{l, m}^{(i)} + U_{l-1, m}^{(i)}}{h^2} \\
U_{l, m+1}^{(i)} &= \frac{U_{l+1, m+1}^{(i)} - 2U_{l, m+1}^{(i)} + U_{l-1, m+1}^{(i)}}{h^2} \\
U_{l, m}^{(i)} &= \frac{U_{l, m+1}^{(i)} - 2U_{l, m}^{(i)} + U_{l, m-1}^{(i)}}{h^2} \\
U_{l, m}^{(i)} &= \frac{U_{l, m+1}^{(i)} - 2U_{l, m+1}^{(i)} + U_{l, m-1}^{(i)}}{h^2}
\end{align*} \]

and then define

\[ \begin{align*}
F_{l \pm \frac{1}{2}, m}^{(i)} &= f_{l \pm \frac{1}{2}, m}^{(i)}(x_{l \pm \frac{1}{2}, m}, y_{l \pm \frac{1}{2}, m}, U_{l \pm \frac{1}{2}, m}^{(1)} \cdots U_{l \pm \frac{1}{2}, m}^{(n)}, U_{x \pm \frac{1}{2}, m}^{(1)} \cdots U_{x \pm \frac{1}{2}, m}^{(n)}, U_{y \pm \frac{1}{2}, m}^{(1)} \cdots U_{y \pm \frac{1}{2}, m}^{(n)}) \\
F_{l, m \pm \frac{1}{2}}^{(i)} &= f_{l, m \pm \frac{1}{2}}^{(i)}(x_{l, m \pm \frac{1}{2}}, y_{l, m \pm \frac{1}{2}}, U_{l, m \pm \frac{1}{2}}^{(1)} \cdots U_{l, m \pm \frac{1}{2}}^{(n)}, U_{x, m \pm \frac{1}{2}}^{(1)} \cdots U_{x, m \pm \frac{1}{2}}^{(n)}, U_{y, m \pm \frac{1}{2}}^{(1)} \cdots U_{y, m \pm \frac{1}{2}}^{(n)}).
\end{align*} \]
Further, let
\[
\begin{align*}
\overline{U}_{l,m}^{(i)} &= U_{l,m}^{(i)} + \frac{h^2}{16A_{l,m}^{(i)}} \left( F_{l+\frac{1}{2},m}^{(i)} + F_{l-\frac{1}{2},m}^{(i)} \right) + \frac{h^2}{16B_{l,m}^{(i)}} \left( F_{l,m+\frac{1}{2}}^{(i)} + F_{l,m-\frac{1}{2}}^{(i)} \right) \\
&+ \frac{h^2}{8} \left( 1 - \frac{A_{l,m}^{(i)}}{B_{l,m}^{(i)}} \right) U_{x,x,l,m}^{(i)} + \frac{h^2}{8} \left( 1 - \frac{B_{l,m}^{(i)}}{A_{l,m}^{(i)}} \right) U_{y,y,l,m}^{(i)} \\
\overline{U}_{x,l,m}^{(i)} &= U_{x,l,m}^{(i)} + \frac{h}{4A_{l,m}^{(i)}} \left( F_{l+\frac{1}{2},m}^{(i)} - F_{l-\frac{1}{2},m}^{(i)} \right) + \frac{h}{8} \left( 1 - \frac{B_{l,m}^{(i)}}{A_{l,m}^{(i)}} \right) U_{y,y,l,m}^{(i)} \\
&- \frac{h^2A_{l,m}^{(i)} U_{x,x,l,m}^{(i)}}{4A_{l,m}^{(i)}} + \frac{h^2B_{l,m}^{(i)} U_{y,y,l,m}^{(i)}}{4A_{l,m}^{(i)}} \\
\overline{U}_{y,l,m}^{(i)} &= U_{y,l,m}^{(i)} + \frac{h}{4B_{l,m}^{(i)}} \left( F_{l,m+\frac{1}{2}}^{(i)} - F_{l,m-\frac{1}{2}}^{(i)} \right) + \frac{h}{8} \left( 1 - \frac{A_{l,m}^{(i)}}{B_{l,m}^{(i)}} \right) U_{x,x,l,m}^{(i)} \\
&- \frac{h^2A_{l,m}^{(i)} U_{x,x,l,m}^{(i)}}{4B_{l,m}^{(i)}} + \frac{h^2B_{l,m}^{(i)} U_{y,y,l,m}^{(i)}}{4B_{l,m}^{(i)}} ,
\end{align*}
\]
and define
\[
\overline{F}_{l,m}^{(i)} = f^{(i)} \left( x_l, y_m, \overline{U}_{l,m}^{(1)}, \overline{U}_{l,m}^{(2)}, \overline{U}_{l,m}^{(3)}, \overline{U}_{l,m}^{(4)}, \overline{U}_{x,l,m}^{(1)}, \overline{U}_{x,l,m}^{(2)}, \overline{U}_{x,l,m}^{(3)}, \overline{U}_{x,l,m}^{(4)}, \overline{U}_{y,l,m}^{(1)}, \overline{U}_{y,l,m}^{(2)}, \overline{U}_{y,l,m}^{(3)}, \overline{U}_{y,l,m}^{(4)} \right).
\]

Thus at each internal grid point \((x_l, y_m)\) the system \((1.1)\) is discretized by
\[
L[U^{(i)}] = [I_1^{(i)} \delta_x^2 + I_2^{(i)} \delta_y^2 + I_3^{(i)} (2 \delta_x^2 \mu_x \delta_y) + I_4^{(i)} (2 \delta_y^2 \mu_y \delta_x) + I_5^{(i)} (\delta_x^2 \delta_y^2)] U_{l,m}^{(i)}
= h^2 \left[ J_1^{(i)} F_{l+\frac{1}{2},m}^{(i)} + J_2^{(i)} F_{l-\frac{1}{2},m}^{(i)} + J_3^{(i)} F_{l,m+\frac{1}{2}}^{(i)} + J_4^{(i)} F_{l,m-\frac{1}{2}}^{(i)} - 2 F_{l,m}^{(i)} \right] + \overline{F}_{l,m}^{(i)}
\]
for \(T_{l,m}^{(i)} = O(h^6)\), where \(l, m = 2(1)N\) and
\[
\begin{align*}
K_1^{(i)} &= \frac{A_{x,l,m}^{(i)}}{B_{y,l,m}^{(i)}}, & K_2^{(i)} &= \frac{B_{y,l,m}^{(i)}}{B_{x,l,m}^{(i)}}, \\
I_1^{(i)} &= 6A_{l,m}^{(i)} + \frac{h^2}{2} \left( A_{x,x,l,m}^{(i)} + A_{y,y,l,m}^{(i)} - 2K_1^{(i)} A_{x,l,m}^{(i)} - 2K_2^{(i)} A_{y,l,m}^{(i)} \right), \\
I_2^{(i)} &= 6B_{l,m}^{(i)} + \frac{h^2}{2} \left( B_{x,x,l,m}^{(i)} + B_{y,y,l,m}^{(i)} - 2K_1^{(i)} B_{x,l,m}^{(i)} - 2K_2^{(i)} B_{y,l,m}^{(i)} \right),
\end{align*}
\]
\[ f_3^{(i)} = \frac{1}{2} h \left( A_{yl,m}^{(i)} - K_2^{(i)} A_{l,m}^{(i)} \right), \]
\[ f_4^{(i)} = \frac{1}{2} h \left( B_{xl,m}^{(i)} - K_1^{(i)} B_{l,m}^{(i)} \right), \]
\[ f_5^{(i)} = \frac{1}{2} \left( A_{l,m}^{(i)} + B_{l,m}^{(i)} \right), \]
\[ J_1^{(i)} = 2 - hK_1^{(i)}, \quad J_2^{(i)} = 2 + hK_1^{(i)}, \]
\[ J_3^{(i)} = 2 - hK_2^{(i)}, \quad J_4^{(i)} = 2 + hK_2^{(i)}, \]

with \( \delta_x U_l = (U_{l+1/2} - U_{l-1/2}) \) and \( \mu_x U_l = (U_{l+1/2} + U_{l-1/2})/2 \) the central and average difference operators in \( x \)-direction, etc.

Let us now consider the fourth-order numerical methods for the estimates of \((\partial u^{(i)}/\partial x)\) and \((\partial u^{(i)}/\partial y)\). If \( u_{xl,m}^{(i)} \) and \( u_{yl,m}^{(i)} \) denote the approximate solutions of \((\partial u^{(i)}/\partial x), (\partial u^{(i)}/\partial y)\) respectively at the grid point \((x_i,y_m)\), following Stephen-son [16] we obtain

\[ u_{xl,m}^{(i)} = \frac{1}{2h} (2\mu_x \delta_x) U_{l,m}^{(i)} + \frac{1}{6A_{l,m}^{(i)}} (A_{yl,m}^{(i)} \delta_x^2 + B_{xl,m}^{(i)} \delta_y^2) U_{l,m}^{(i)} + \frac{B_{l,m}^{(i)}}{12hA_{l,m}^{(i)}} (2\delta_y^2 \mu_x \delta_x) U_{l,m}^{(i)} - \frac{h}{6A_{l,m}^{(i)}} \left( F_{l+1/2,m}^{(i)} - F_{l-1/2,m}^{(i)} \right) + \overline{T}_{l,m}^{(i,x)}, \quad l, m = 2(1)N, \]

\[ u_{yl,m}^{(i)} = \frac{1}{2h} (2\mu_y \delta_y) U_{l,m}^{(i)} + \frac{1}{6B_{l,m}^{(i)}} (A_{xl,m}^{(i)} \delta_x^2 + B_{yl,m}^{(i)} \delta_y^2) U_{l,m}^{(i)} + \frac{A_{l,m}^{(i)}}{12hB_{l,m}^{(i)}} (2\delta_x^2 \mu_y \delta_y) U_{l,m}^{(i)} - \frac{h}{6B_{l,m}^{(i)}} \left( F_{l,m+1/2}^{(i)} - F_{l,m-1/2}^{(i)} \right) + \overline{T}_{l,m}^{(i,y)}, \quad l, m = 2(1)N, \]

where \( \overline{T}_{l,m}^{(i,x)} = O(h^4) \) and \( \overline{T}_{l,m}^{(i,y)} = O(h^4) \). The numerical methods (2.6) and (2.7) are applicable when the fourth-order difference solutions of the \( u^{(i)} \) are known at each internal grid point. Further, the Dirichlet boundary conditions are given by Eq. (1.2). The difference method (2.5) for the determination of the \( u^{(i)} \) can easily be expressed in tri-block-diagonal matrix form, and the methods (2.6) and (2.7) for the determination of \( u_{x}^{(i)} \) and \( u_{y}^{(i)} \) can be expressed in diagonal matrices form, and therefore easily solved. The proposed methods (2.5)-(2.7) are directly applicable to singular elliptic problems in the region \( \Omega \).

### 3. Derivation of the Discretizations

For \( j = 1, 2, \cdots, n \), we denote

\[ a_{l,m}^{(i,j)} = \frac{\partial f^{(i)}}{\partial U^{(j)}}, \quad b_{l,m}^{(i,j)} = \frac{\partial f^{(i)}}{\partial U_x^{(j)}}, \quad c_{l,m}^{(i,j)} = \frac{\partial f^{(i)}}{\partial U_y^{(j)}}. \]
Simplifying Eqs. (2.1a) to (2.1l) with the help of Taylor series, we obtain

\[ \begin{align*}
U_{l \pm \frac{1}{2}, m}^{(i)} &= U_{l \pm \frac{1}{2}, m}^{(i)} + \frac{h^2}{8} U_{xxx,l,m}^{(i)} + O(h^3), \\
U_{l,m \pm \frac{1}{2}}^{(i)} &= U_{l,m \pm \frac{1}{2}}^{(i)} + \frac{h^2}{8} U_{yy,l,m}^{(i)} + O(h^3), \\
U_{xxl,m}^{(i)} &= U_{xxl,m}^{(i)} + \frac{h^2}{6} U_{xxxl,m}^{(i)} + O(h^4), \\
U_{xyl,m}^{(i)} &= U_{xyl,m}^{(i)} + \frac{h^2}{6} U_{xyl,m}^{(i)} + O(h^4), \\
U_{yyl,m}^{(i)} &= U_{yyl,m}^{(i)} + \frac{h^2}{6} U_{yyl,m}^{(i)} + O(h^4), \\
U_{xxl,m \pm 1}^{(i)} &= U_{xxl,m \pm 1}^{(i)} + O(h^2), \\
U_{xxl,m}^{(i)} &= U_{xxl,m}^{(i)} + O(h^2), \\
U_{yyl,m \pm 1}^{(i)} &= U_{yyl,m \pm 1}^{(i)} + O(h^2), \\
U_{yyl,m}^{(i)} &= U_{yyl,m}^{(i)} + O(h^2).
\end{align*} \]

Again invoking Taylor series, we first obtain

\[
L[U^{(i)}] \equiv \begin{bmatrix} I_1^{(i)} \delta_x^2 + I_2^{(i)} \delta_y^2 + I_3^{(i)} (2 \delta_x^2 \mu_x \delta_x) + I_4^{(i)} (2 \delta_y^2 \mu_y \delta_y) + I_5^{(i)} (\delta_x^2 \delta_y^2) \end{bmatrix} U_{l,m}^{(i)}
= h^2 \left[ J_1^{(i)} F_{l \pm \frac{1}{2}, m}^{(i)} + J_2^{(i)} F_{l \pm \frac{1}{2}, m}^{(i)} + J_3^{(i)} F_{l, m+\frac{1}{2}}^{(i)} + J_4^{(i)} F_{l, m-\frac{1}{2}}^{(i)} - 2 F_{l,m}^{(i)} \right] + O(h^5);
\]

\[ l, m = 2(1) N. \]  

Then with the approximations Eqs. (3.1a)-(3.1h), from Eqs. (2.2a) and (2.2b) and again using Taylor series we obtain

\[ \begin{align*}
F_{l \pm \frac{1}{2}, m}^{(i)} &= F_{l \pm \frac{1}{2}, m}^{(i)} + \frac{h^2}{24} T_{l \pm \frac{1}{2}, m}^{(i)} + O(\pm h^3 + h^4), \\
F_{l,m \pm \frac{1}{2}}^{(i)} &= F_{l,m \pm \frac{1}{2}}^{(i)} + \frac{h^2}{24} T_{l,m \pm \frac{1}{2}}^{(i)} + O(\pm h^3 + h^4).
\end{align*} \]
where

\[
T_1^{(i)} = \sum_{j=1}^{n} \left[ 3U_{xjt,m}^{(j)}q_{l,m}^{(i)} + U_{xxj,m}^{(j)}p_{l,m}^{(i)} + (3U_{xyl,m}^{(j)} + 4U_{yyl,m}^{(j)})y_{l,m}^{(i)} \right],
\]

\[
T_2^{(i)} = \sum_{j=1}^{n} \left[ 3U_{yyj,m}^{(j)}q_{l,m}^{(i)} + (4U_{xxy,j,m}^{(j)} + 3U_{xyy,m}^{(j)})p_{l,m}^{(i)} + U_{yyj,m}^{(j)}y_{l,m}^{(i)} \right].
\]

Now let

\[
\overline{U}_{l,m}^{(i)} = U_{l,m}^{(i)} + a_1 h^2 \left( \frac{F_{l,m}^{(i)}}{l-m} + \frac{F_{l,m}^{(i)}}{m-l} \right) + a_2 h^2 \left( \frac{F_{l,m}^{(i)}}{l+m+1} + \frac{F_{l,m}^{(i)}}{l+m-\frac{1}{2}} \right) + a_3 h^2 \overline{U}_{xxl,m}^{(i)} + a_4 h^2 \overline{U}_{yyl,m}^{(i)}, \tag{3.4a}
\]

\[
\overline{U}_{xl,m}^{(i)} = U_{xl,m}^{(i)} + b_1 h \left( \frac{F_{l,m}^{(i)}}{l-m+\frac{1}{2}} - \frac{F_{l,m}^{(i)}}{m-l-\frac{1}{2}} \right) + b_2 h(\overline{U}_{yll,m}^{(i)} - \overline{U}_{yyl,m}^{(i)}) + b_3 h^2 \overline{U}_{xxl,m}^{(i)} + b_4 h^2 \overline{U}_{yyl,m}^{(i)}, \tag{3.4b}
\]

\[
\overline{U}_{yl,m}^{(i)} = U_{yl,m}^{(i)} + c_1 h \left( \frac{F_{l,m}^{(i)}}{l+m+\frac{1}{2}} - \frac{F_{l,m}^{(i)}}{l+m-\frac{1}{2}} \right) + c_2 h(\overline{U}_{xxl,m}^{(i)} - \overline{U}_{xxl,m-1}^{(i)}) + c_3 h^2 \overline{U}_{xxl,m}^{(i)} + c_4 h^2 \overline{U}_{yyl,m}^{(i)}, \tag{3.4c}
\]

where \(a_{ki}, b_{ki} \) and \(c_{ki} \) for \(k = 1(1)4\) are suitable parameters yet to be determined.

Invoking Eqs. (3.3a), (3.3b), (3.1i)-(3.1l) and simplifying Eqs. (3.4a)-(3.4c), we obtain

\[
\overline{U}_{l,m}^{(i)} = U_{l,m}^{(i)} + \frac{h^2}{6} T_3^{(i)} + O(h^4) \tag{3.5a}
\]

\[
\overline{U}_{xl,m}^{(i)} = U_{xl,m}^{(i)} + \frac{h^2}{6} T_4^{(i)} + O(h^4) \tag{3.5b}
\]

\[
\overline{U}_{yl,m}^{(i)} = U_{yl,m}^{(i)} + \frac{h^2}{6} T_5^{(i)} + O(h^4), \tag{3.5c}
\]

where

\[
T_3^{(i)} = [12(a_{1i} + a_{2i})A_{l,m}^{(i)} + 6a_{3i}]U_{xxt,m}^{(i)} + [12(a_{1i} + a_{2i})B_{l,m}^{(i)} + 6a_{4i}]U_{yyt,m}^{(i)}
\]

\[
T_4^{(i)} = (1 + 6b_{1i}A_{l,m}^{(i)})U_{xxt,m}^{(i)} + 6(b_{1i}A_{l,m}^{(i)} + b_{3i})U_{xxt,m}^{(i)} + 6(b_{1i}B_{l,m}^{(i)} + 2b_{2i})U_{yyt,m}^{(i)}
\]

\[
T_5^{(i)} = (1 + 6c_{1i}B_{l,m}^{(i)})U_{yyt,m}^{(i)} + 6(c_{1i}B_{l,m}^{(i)} + c_{3i})U_{xxt,m}^{(i)} + 6(c_{1i}A_{l,m}^{(i)} + 2c_{2i})U_{xxt,m}^{(i)}
\]

Finally, from Eq. (2.4) we obtain

\[
\overline{F}_{l,m}^{(i)} = F_{l,m}^{(i)} + \frac{h^2}{6} T_6^{(i)} + O(h^4), \tag{3.6}
\]
where
\[ T_6^{(i)} = \sum_{j=1}^{n} \left[ \alpha_1^{(i,j)} + T_4^{(i)} \beta_1^{(i,j)} + T_5 \gamma_1^{(i,j)} \right]. \]

Substituting the approximations (3.3a), (3.3b) and (3.6) into Eq. (2.5), and invoking Eq. (3.2), we obtain
\[ \overline{T}_{l,m}^{(i)} = \frac{h^4}{6} (2T_6^{(i)} - T_1^{(i)} - T_2^{(i)}) + O(h^6). \tag{3.7} \]

Thus the proposed difference method (2.5) is fourth-order if the coefficient of \( h^4 \) in Eq. (3.7) is zero, so we have
\[ T_1^{(i)} + T_2^{(i)} - 2T_6^{(i)} = 0, \]
which gives
\[ \sum_{j=1}^{n} \left\{ \left[ 24(a_{1j} + a_{2j})A_{1,m}^{(j)} + 12a_{3j} - 3 \right] U_{xxl,m}^{(j)} + \left[ 24(a_{1j} + a_{2j})b_{1,m}^{(j)} + 12a_{4j} - 3 \right] U_{yyl,m}^{(j)} \right\} a_{l,m}^{(i,j)} \]
\[ + \left\{ \left[ 12b_{1}A_{l,m}^{(j)} - 3 \right] U_{xxxl,m}^{(j)} + 12(b_{1}A_{l,m}^{(j)} + b_{3})U_{xxl,m}\right\} b_{l,m}^{(i,j)} \]
\[ + \left\{ \left[ 12c_{1}B_{l,m}^{(j)} - 3 \right] U_{yyl,m}^{(j)} + \left[ 12(c_{1}A_{l,m}^{(j)} + 2c_{2}) - 3 \right] U_{xxl,m}\right\} \right\} = 0. \tag{3.8} \]

Equating the coefficients of each of \( \alpha_1^{(i,j)}, \beta_1^{(i,j)} \) and \( \gamma_1^{(i,j)} \) for \( j = 1, 2, \cdots, n \) to zero, and likewise the coefficients of \( U_{xxl,m}^{(j)}, U_{yyl,m}^{(j)}, U_{xyy,m}, U_{xyl,m}^{(j)}, U_{xym,m}^{(j)} \) and \( U_{yyym}^{(j)} \), for each \( j = 1, 2, \cdots, n \), we have
\[ a_{1j} = \frac{1}{16A_{l,m}^{(j)}}, \quad a_{2j} = \frac{1}{16B_{l,m}^{(j)}}, \quad a_{3j} = \frac{1}{8} \left( 1 - \frac{A_{l,m}^{(j)}}{B_{l,m}^{(j)}} \right), \quad a_{4j} = \frac{1}{8} \left( 1 - \frac{B_{l,m}^{(j)}}{A_{l,m}^{(j)}} \right), \]
\[ b_{1j} = \frac{1}{4A_{l,m}^{(j)}}, \quad b_{2j} = \frac{1}{8} \left( 1 - \frac{B_{l,m}^{(j)}}{A_{l,m}^{(j)}} \right), \quad b_{3j} = -\frac{A_{l,m}^{(j)}}{4A_{l,m}^{(j)}}, \quad b_{4j} = -\frac{B_{l,m}^{(j)}}{4A_{l,m}^{(j)}}, \]
\[ c_{1j} = \frac{1}{4B_{l,m}^{(j)}}, \quad c_{2j} = \frac{1}{8} \left( 1 - \frac{A_{l,m}^{(j)}}{B_{l,m}^{(j)}} \right), \quad c_{3j} = -\frac{A_{l,m}^{(j)}}{4B_{l,m}^{(j)}}, \quad c_{4j} = -\frac{B_{l,m}^{(j)}}{4B_{l,m}^{(j)}}, \]
where \( \overline{T}_{l,m}^{(i)} = O(h^6) \) and thus the difference method of \( O(h^4) \) for the system (1.1).
With the fourth-order accurate solution values for the \(u^{(i)}\), approximate values of \((\partial u^{(i)}/\partial x)\) and \((\partial u^{(i)}/\partial y)\) can be obtained by using the standard central differences

\[
\begin{align*}
    u_{x,l,m}^{(i)} & = \frac{1}{2h}(u_{l+1,m}^{(i)} - u_{l-1,m}^{(i)}), \\
    u_{y,l,m}^{(i)} & = \frac{1}{2h}(u_{l,m+1}^{(i)} - u_{l,m-1}^{(i)}),
\end{align*}
\]  

which yield second-order accurate results irrespective of whether the fourth-order difference method (2.5) or a standard difference scheme is used to solve the system (1.1). However, our new difference methods for computing the numerical values of \(u_x\) and \(u_y\) are found to yield \(O(h^4)\) accurate results, when used in conjunction with the 9-point formula (2.5). From Taylor series, we obtain

\[
\begin{align*}
    U_{x,l,m}^{(i)} & = \frac{1}{2h}(2\mu_x \delta_x)U_{l,m}^{(i)} + \frac{1}{6a_{l,m}^{(i)}}(A_{x,l,m}^{(i)} \delta_x^2 + B_{x,l,m}^{(i)} \delta_y^2)U_{l,m}^{(i)} + \frac{B_{l,m}^{(i)}}{12h}A_{l,m}^{(i)}(2\delta_x^2 \mu_x \delta_x)U_{l,m}^{(i)} \\
    & \quad - \frac{h}{6A_{l,m}^{(i)}} \left( F_{l+1/2,m}^{(i)} - F_{l-1/2,m}^{(i)} \right) + O(h^4), \quad l, m = 2(1)N, \\
    U_{y,l,m}^{(i)} & = \frac{1}{2h}(2\mu_y \delta_y)U_{l,m}^{(i)} + \frac{1}{6b_{l,m}^{(i)}}(A_{y,l,m}^{(i)} \delta_x^2 + B_{y,l,m}^{(i)} \delta_y^2)U_{l,m}^{(i)} + \frac{A_{l,m}^{(i)}}{12h}B_{l,m}^{(i)}(2\delta_y^2 \mu_y \delta_y)U_{l,m}^{(i)} \\
    & \quad - \frac{h}{6B_{l,m}^{(i)}} \left( F_{l,m+1/2}^{(i)} - F_{l,m-1/2}^{(i)} \right) + O(h^4) \quad l, m = 2(1)N;
\end{align*}
\]

and then using Eq. (3.3a) in Eq. (2.6) we have

\[
\begin{align*}
    U_{x,l,m}^{(i)} & = \frac{1}{2h}(2\mu_x \delta_x)U_{l,m}^{(i)} + \frac{1}{6a_{l,m}^{(i)}}(A_{x,l,m}^{(i)} \delta_x^2 + B_{x,l,m}^{(i)} \delta_y^2)U_{l,m}^{(i)} + \frac{B_{l,m}^{(i)}}{12h}a_{l,m}^{(i)}(2\delta_x^2 \mu_x \delta_x)U_{l,m}^{(i)} \\
    & \quad - \frac{h}{6a_{l,m}^{(i)}} \left( F_{l+1/2,m}^{(i)} - F_{l-1/2,m}^{(i)} \right) + \tilde{T}_{l,m}^{(i,x)} + O(h^4), \quad l, m = 2(1)N
\end{align*}
\]

where \(\tilde{T}_{l,m}^{(i,x)} = O(h^4)\) from Eq. (3.10), and the similar result for \(U_{y,l,m}\) with \(\tilde{T}_{l,m}^{(i,y)} = O(h^4)\).

4. Convergence Analysis

Let us consider the 2D nonlinear elliptic PDE

\[
u_{xx} + u_{yy} = f(x, y, u, u_x, u_y)
\]  

(4.1)
defined in the region \( \Omega \), subject to \( u(x, y) = u_0(x, y) \ \forall (x, y) \in \partial \Omega \). The difference method (2.5) for the scalar equation (4.1) reduces to

\[
\left[ 6 \delta_x^2 + 6 \delta_y^2 + \delta_x^2 \delta_y^2 \right] u_{l,m} = 2h^2 \left[ F_{l+\frac{1}{2},m} + F_{l-\frac{1}{2},m} + F_{l,m+\frac{1}{2}} + F_{l,m-\frac{1}{2}} - \overline{F}_{l,m} \right], \quad l, m = 2(1)N. \quad (4.2)
\]

We now show that, under appropriate conditions, the difference method (4.2) for the PDE (4.1) is \( O(h^4) \) convergent.

For each \( l, m = 2(1)N \), let

\[
\phi_{l,m} = 2h^2 \left[ F_{l+\frac{1}{2},m} + F_{l-\frac{1}{2},m} + F_{l,m+\frac{1}{2}} + F_{l,m-\frac{1}{2}} - \overline{F}_{l,m} \right] + \text{Boundary Values}.
\]

Let \( E = u - U \); and for \( S = \phi, u, U, T \) and \( E \) let

\[
S = \left[ S_{2,2}, S_{5,2}, \ldots, S_{N,2}, S_{2,3}, S_{3,3}, \ldots, S_{N,3}, \ldots, S_{2,N}, S_{3,N}, \ldots, S_{N,N} \right]_{(N-1)^2 \times 1}.
\]

Then for \( l, m = 2(1)N \) in Eq. (4.2),

\[
DU + \phi(U) = 0 \quad (4.3)
\]

where \( D = [B \ A \ B]_{(N-1)^2 \times (N-1)^2} \) is a tri-block diagonal matrix, involving the tri-diagonal matrices \( A = [-4 \ 20 -4]_{(N-1) \times (N-1)} \) and \( B = [-1 -4 -1]_{(N-1) \times (N-1)} \). Since \( U \) is the exact solution vector, it follows that

\[
DU + \phi(U) + T = 0 \quad (4.4)
\]

where \( \overline{F}_{l,m} = O(h^6) \) for each \( l, m = 2(1)N \). Denoting

\[
\overline{f}_{l,\pm\frac{1}{2},m} = f \left( x_{l,\pm\frac{1}{2},m}, y_{m}, \overline{u}_{l,\pm\frac{1}{2},m}, \overline{u}_{xl,\pm\frac{1}{2},m}, \overline{u}_{yl,\pm\frac{1}{2},m} \right) = \overline{F}_{l,\pm\frac{1}{2},m},
\]

\[
\overline{f}_{l,m,\pm\frac{1}{2},2} = f \left( x_{l}, y_{m,\pm\frac{1}{2}}, \overline{u}_{l,m,\pm\frac{1}{2},2}, \overline{u}_{xl,m,\pm\frac{1}{2},2}, \overline{u}_{yl,m,\pm\frac{1}{2},2} \right) = \overline{F}_{l,m,\pm\frac{1}{2},2},
\]

\[
\overline{f}_{l,m} = f \left( x_{l}, y_{m}, \overline{u}_{l,m,2}, \overline{u}_{xl,m,2}, \overline{u}_{yl,m,2} \right) = \overline{F}_{l,m},
\]

we write

\[
\overline{f}_{l,\pm\frac{1}{2},m} - \overline{F}_{l,\pm\frac{1}{2},m} = \left( \overline{u}_{l,\pm\frac{1}{2},m} - \overline{U}_{l,\pm\frac{1}{2},m} \right) G_{l,\pm\frac{1}{2},m}^{(1)} + \left( \overline{u}_{xl,\pm\frac{1}{2},m} - \overline{U}_{xl,\pm\frac{1}{2},m} \right) H_{l,\pm\frac{1}{2},m}^{(1)},
\]

\[
\overline{f}_{l,m,\pm\frac{1}{2},2} - \overline{F}_{l,m,\pm\frac{1}{2},2} = \left( \overline{u}_{l,m,\pm\frac{1}{2}} - \overline{U}_{l,m,\pm\frac{1}{2}} \right) G_{l,m,\pm\frac{1}{2},2}^{(2)} + \left( \overline{u}_{xl,m,\pm\frac{1}{2}} - \overline{U}_{xl,m,\pm\frac{1}{2}} \right) H_{l,m,\pm\frac{1}{2},2}^{(2)},
\]

\[
\overline{f}_{l,m} = \overline{F}_{l,m}.
\]

Thus, for \( l, m = 2(1)N \)

\[
\overline{F}_{l,m} = O(h^6). \quad (4.5a, 4.5b)
\]
From Eqs. (4.5a)-(4.5c) and Eqs. (4.6a)-(4.6d) we obtain

\[ Q_{l,m}^{(1)} = Q_{l,m}^{(1)} + h \frac{1}{2} Q_{x,l,m}^{(1)} + O(h^2), \quad (4.6a) \]
\[ Q_{l,m}^{(2)} = Q_{l,m}^{(2)} + h \frac{1}{2} Q_{y,l,m}^{(2)} + O(h^2), \quad (4.6b) \]
\[ G_{l,m}^{(1)} = G_{l,m}^{(1)} + O(h), \quad (4.6c) \]
\[ G_{l,m}^{(2)} = G_{l,m}^{(2)} + O(h). \quad (4.6d) \]

From Eqs. (4.5a)-(4.5c) and Eqs. (4.6a)-(4.6d) we obtain

\[ \phi(u) - \phi(U) = PE, \quad (4.7) \]

with \( P = (P_{r,s}), \) \([r = 1(1)(N - 1)^2, s = 1(1)(N - 1)^2]\) the tri-block diagonal matrix where

\[ P_{(m-2)(N-1)+l-1,(m-2)(N-1)+l-1} = h^2 \left[ 2G_{l,m}^{(1)} + 2G_{l,m}^{(2)} - 2H_{x,l,m}^{(1)} - 2I_{y,l,m}^{(2)} + H_{l,m}^{(1)} + I_{l,m}^{(2)} \right] + O(h^4), \]
\[ [l = 2(1)N, \ m = 2(1)N], \]

\[ P_{(m-2)(N-1)+l-1,(m-2)(N-1)+l-1} = h \left[ \pm 2H_{l,m}^{(1)} + H_{l,m}^{(2)} - H_{l,m}^{(3)} \right] + \frac{h^2}{2} \left[ 2G_{l,m}^{(1)} + 2H_{x,l,m}^{(1)} - H_{l,m}^{(1)} + H_{l,m}^{(3)} \right] + O(h^3), \]
\[ [l = 2(1)N - 1, 3(1)N, \ m = 2(1)N], \]

\[ P_{(m-2)(N-1)+l-1,(m-2)(N-1)+l-1} = h \left[ \pm 2I_{l,m}^{(2)} + I_{l,m}^{(1)} + I_{l,m}^{(3)} \right] + \frac{h^2}{2} \left[ 2G_{l,m}^{(2)} + 2I_{y,l,m}^{(2)} - I_{l,m}^{(2)} \right] + O(h^3), \]
\[ [l = 2(1)N, \ m = 2(1)N - 1, 3(1)N], \]

\[ P_{(m-2)(N-1)+l-1,(m-2)(N-1)+l-1} = h \left[ \pm H_{l,m}^{(2)} + I_{l,m}^{(1)} \right] + \frac{h^2}{8} \left[ \pm 2H_{y,l,m}^{(2)} + 2I_{x,l,m}^{(1)} + H_{l,m}^{(1)} + H_{l,m}^{(3)} \right] + O(h^3), \]
\[ [l = 2(1)N - 1, 3(1)N, \ m = 2(1)N - 1], \]
Further, the Direct graph of
\[ \Omega = \Omega \]
where the arrows indicate paths
\[ i \rightarrow j \]
for some positive constants
\[ Q, Q^{(1)}, Q^{(2)} \] and for
\[ l = 2(1)N - 1, 3(1)N, \ m = 3(1)N \].

Using the relation (4.7), in the absence of round-off errors we obtain from Eqs. (4.3) and (4.4) the error equation
\[ (D + P)E = T. \] (4.8)

Let
\[ G_s = \min_{(x,y)\in\Omega} \frac{\partial f}{\partial U} \quad \text{and} \quad G^* = \max_{(x,y)\in\Omega} \frac{\partial f}{\partial U}, \]
where \( \Omega = \Omega U \partial \Omega \). Then
\[ 0 < G_s \leq G^{(1)}_{l \pm \frac{1}{2}, m}, \ G^{(2)}_{l, m \pm \frac{1}{2}}, \ G^{(3)}_{l, m} \leq G^*; \]
and for \( Q = H \) and \( I \) let
\[ 0 < |Q^{(1)}_{l \pm \frac{1}{2}, m}|, |Q^{(2)}_{l, m \pm \frac{1}{2}}|, |Q^{(3)}_{l, m}| \leq Q, \]
\[ |Q^{(1)}_{x, l, m}| \leq Q^{(1)}, \quad |Q^{(2)}_{y, l, m}| \leq Q^{(2)}, \]
for some positive constants \( Q, Q^{(1)}, Q^{(2)} \). It is now easy to verify that for sufficiently small \( h \)
\[ |P_{m-2(N-1)+l-1, (m-2)(N-1)+l-1}| < 20, \quad \text{for} \ l = 2(1)N, m = 2(1)N, \]
\[ |P_{m-2(N-1)+l-1, (m-2)(N-1)+l-1}| < 4, \quad \text{for} \ l = 2(1)N - 1, 3(1)N, m = 2(1)N, \]
\[ |P_{m-2(N-1)+l-1, m-2(l-1)}| < 4, \quad \text{for} \ l = 2(1)N, m = 2(1)N - 1, 3(1)N, \]
\[ |P_{m-2(N-1)+l-1, m-2(l-1)}| < 1, \quad \text{for} \ l = 2(1)N - 1, 3(1)N, m = 2(1)N - 1, \]
\[ |P_{m-2(N-1)+l-1, (m-3)(N-1)+l-1}| < 1, \quad \text{for} \ l = 2(1)N - 1, 3(1)N, m = 3(1)N. \]

Further, the Direct graph of \( D + P \) shows that \( D + P \) is an irreducible matrix — cf. Fig. 2, where the arrows indicate paths \( i \rightarrow j \) for every nonzero entry \( (D + P)_{(i,j)} \) of the matrix \( D + P \). For any ordered pair of nodes \( i \) and \( j \), there exists a direct path \( (i, l_i^1), (l_i^1, l_i^2), \ldots, (l_i^k, j) \) connecting \( i \) to \( j \), hence the graph is strongly connected so the matrix \( D + P \) is irreducible [23].

Now let \( S_k \) denote the sum of the elements in the \( k \)th row of \( D + P \), so for \( k = 1 \) and \( N - 1 \) we have
\[ S_k = 11 + h^2 \left( 3c^{(1)}_{k+1,2} + 3c^{(2)}_{k+1,2} - 2c^{(3)}_{k+1,2} \right) + \frac{h}{8} (b_k + hc_k) + O(h^3), \] (4.9a)
\[ b_k = \pm 16H^{(1)}_{k+1,2} \pm 12H^{(2)}_{k+1,2} + 16H^{(2)}_{k+1,2} + 12I^{(1)}_{k+1,2} \mp 8H^{(3)}_{k+1,2} - 8I^{(3)}_{k+1,2}, \]
\[ c_k = 4H^{(1)}_{k+1,2} H^{(3)}_{k+1,2} + 4I^{(2)}_{k+1,2} I^{(3)}_{k+1,2} - 8I^{(1)}_{xk+1,2} - 8I^{(2)}_{yk+1,2} \pm 2H^{(2)}_{yk+1,2} \pm 2I^{(1)}_{k+1,2} \pm H^{(2)}_{k+1,2} I^{(3)}_{k+1,2}, \]
and also
\[ S_{(N-1)(N-2)+k} = 11 + h^2 \left[ 3G^{(1)}_{k+1,N} + 3G^{(2)}_{k+1,N} - 2G^{(3)}_{k+1,N} \right] + \frac{h}{8} \left[ b_{(N-1)(N-2)+k} +hc_{(N-1)(N-2)+k} \right] + O(h^3), \tag{4.9b} \]
where
\[ b_{(N-1)(N-2)+k} = \pm 16H^{(1)}_{k+1,N} \pm 12H^{(2)}_{k+1,N} - 16H^{(2)}_{k+1,N} - 12I^{(1)}_{k+1,N} \pm 8H^{(3)}_{k+1,N} + 8I^{(3)}_{k+1,N}, \]
\[ c_{(N-1)(N-2)+k} = 4H^{(1)}_{k+1,N} H^{(3)}_{k+1,N} + 4I^{(2)}_{k+1,N} I^{(3)}_{k+1,N} - 8I^{(1)}_{yk+1,N} - 8I^{(2)}_{yk+1,N} \pm 2H^{(2)}_{yk+1,N} \]
\[ \pm 2I^{(1)}_{k+1,N} \pm I^{(1)}_{k+1,N} H^{(3)}_{k+1,N} \pm H^{(2)}_{k+1,N} I^{(3)}_{k+1,N}. \]
For \( q = 2(1)N - 2, \)
\[ S_{(q-1)(N-1)+k} = 6 + h^2 \left[ 3G^{(1)}_{k+1,q+1} + 4G^{(2)}_{k+1,q+1} - 2G^{(3)}_{k+1,q+1} \right] + \frac{h}{2} \left[ b_{(q-1)(N-1)+k} + hc_{(q-1)(N-1)+k} \right] + O(h^3), \tag{4.9c} \]
where
\[ b_{(q-1)(N-1)+k} = \pm 4H^{(1)}_{k+1,q+1} \pm 4H^{(2)}_{k+1,q+1} \mp 2H^{(3)}_{k+1,q+1}, \]
\[ c_{(q-1)(N-1)+k} = -2H^{(1)}_{xk+1,q+1} + H^{(1)}_{k+1,q+1} H^{(3)}_{k+1,q+1}. \]
Thus

\[
S_{(k-1)(N-1)+r} = 6 + h^2[4G^{(1)}_{r+1,k+1} + 3G^{(2)}_{r+1,k+1} - 2G^{(3)}_{r+1,k+1}] + \frac{h}{2}[b_{(k-1)(N-1)+r} + hc_{(k-1)(N-1)+r} + O(h^3)],
\]

(4.9d)

where

\[
\begin{align*}
   b_{(k-1)(N-1)+r} &= \pm 4I^{(1)}_{r+1,k+1} \pm 4I^{(2)}_{r+1,k+1} \neq 2I^{(3)}_{r+1,k+1}, \\
   c_{(k-1)(N-1)+r} &= -2I^{(2)}_{r+1,k+1} + I^{(2)}_{r+1,k+1}I^{(3)}_{r+1,k+1}.
\end{align*}
\]

And finally, for \( q = 2(1)N - 2, \ r = 2(1)N - 2 \) we have

\[
S_{(r-1)(N-1)+q} = h^2 \left[ 4G^{(1)}_{q+1,r+1} + 4G^{(2)}_{q+1,r+1} - 2G^{(3)}_{q+1,r+1} \right] + O(h^4).
\]

(4.9e)

From Eqs. (4.9a)-(4.9e), since

\[
\begin{align*}
   |b_k| &\leq 36(H + 1), \\
   |c_k| &\leq 4(H^2 + I^2) + 8(H^{(1)} + I^{(2)}) + 2(H^{(2)} + I^{(1)}) + 2IH
\end{align*}
\]

for \( k = 1, N - 1, (N - 1)(N - 2) + 1 \) and \((N - 1)^2\),

\[
|b_k| \leq 10H, \quad |c_k| \leq 2H^{(1)} + H^2
\]

for \( k = (q - 1)(N - 1) + 1 \) and \( q(N - 1) \) where \( q = 2(1)N - 2 \),

\[
|b_k| \leq 10I, \quad |c_k| \leq 2I^{(2)} + I^2
\]

for \( k = r \) and \((N - 2)(N - 1) + r \) where \( r = 2(1)N - 2 \), for sufficiently small \( h \)

\[
\begin{align*}
   S_k &> 6h^2G_* \quad \text{for } k = 1, N - 1, (N - 1)(N - 2) + 1 \text{ and } (N - 1)^2, \\
   S_k &> 7h^2G_* \quad \text{for } k = (q - 1)(N - 1) + 1 \text{ and } q(N - 1); q = 2(1)N - 2, \\
   S_k &> 7h^2G_* \quad \text{for } k = r \text{ and } (N - 2)(N - 1) + r, r = 2(1)N - 2, \\
   S_{(r-1)(N-1)+q} &\geq h^2(8G_* - 2G^*) > 0 \text{ assuming } G^* < 4G_*,
\end{align*}
\]

(4.10a-c)

(4.10d)

Thus \( (D + P)^{-1} \) exists and \( (D + P)^{-1} = J^{-1} > 0 \) [26], where \( J = (J_{ps}) \) with \( r = 1(1)(N - 1)^2 \) and \( s = 1(1)(N - 1)^2 \). Since

\[
\sum_{r=1}^{(N-1)^2} J_{ps}S_r = 1, \quad p = 1(1)(N - 1)^2
\]
and \( G_s > 0 \), for \( p = 1(1)(N - 1)^2 \) it follows from Eqs. (4.10a)-(4.10d) that

\[
J_{p,k} \leq \frac{1}{S_k} < \frac{1}{6h^2G_s}
\]

\[
[k = 1, N - 1, (N - 1)(N - 2) + 1 \text{ and } (N - 1)^2] , \tag{4.11a}
\]

\[
\sum_{q=2}^{N-2} J_{p,k} S_k \leq \frac{1}{\min_{2 \leq q \leq N-2} S_k} < \frac{1}{7h^2G_s}
\]

\[
[k = (q - 1)(N - 1) + 1 \text{ and } q(N - 1), q = 2(1)N - 2] , \tag{4.11b}
\]

\[
\sum_{r=2}^{N-2} J_{p,k} \leq \frac{1}{\min_{2 \leq r \leq N-2} S_k} < \frac{1}{7h^2G_s}
\]

\[
[k = r \text{ and } (N - 2)(N - 1) + r, r = 2(1)N - 2] , \tag{4.11c}
\]

\[
\sum_{q=2}^{N-2} \sum_{r=2}^{N-2} J_{p,k} \leq \frac{1}{\min_{2 \leq q \leq N-2, 2 \leq r \leq N-2} S_k} \leq \frac{1}{h^2(8G_s - 2G^*)}
\]

\[
[k = (r - 1)(N - 1) + q, q = 2(1)N - 2 \text{ and } r = 2(1)N - 2] . \tag{4.11d}
\]

Eq. (4.8) may be written as

\[
\|E\| \leq \|J\| \|T\| , \tag{4.12}
\]

where

\[
\|J\| = \max_{1 \leq p \leq (N - 1)^2} \left[ \left( J_{p,1} + \sum_{q=2}^{(N-2)} J_{p,q} + J_{p,N-1} \right) + \left( \sum_{q=2}^{N-2} J_{p,(q-1)(N-1)+1} + \sum_{q=2}^{N-2} \sum_{r=2}^{N-2} J_{p,(q-1)(N-1)+r} + \sum_{q=2}^{N-2} J_{p,q(N-1)} \right) + \left( J_{p,(N-1)(N-2)+1} + \sum_{q=2}^{N-2} J_{p,(N-1)(N-2)+q} + J_{p,(N-1)^2} \right) \right] . \tag{4.13}
\]

Using Eqs. (4.11a)-(4.11d) in Eq. (4.12), for sufficiently small \( h \) we obtain from (4.13)

\[
\|E\| \leq O(h^4) . \tag{4.14}
\]

This establishes the convergence of the fourth-order difference method (2.5) with \( n = 1 \), for the scalar elliptic equation (4.1).

We may extend the above convergence analysis carried out for a single equation to the system of equations. Thus for each \( i = 1(1)n \), we denote

\[
E^{(i)} = u^{(i)} - U^{(i)}
\]

where \( u^{(i)} \) and \( U^{(i)} \) are the respective approximate and exact solution vectors for the system of equations. Since the local truncation error is of \( O(h^6) \) for each equation, then in a similar manner to the above we may obtain \( \|E^{(i)}\| \leq O(h^4) \) for each \( i \), so the fourth-order convergence of the difference method (2.5) can be established for the system.
5. Numerical Illustrations

In this section, we discuss the numerical solution of some linear and nonlinear problems in Cartesian or spherical and cylindrical polar coordinates in specified domains, where the exact solutions are known. (The functions on the right-hand side of the particular PDE and the Dirichlet boundary conditions are obtained from the exact solutions.) The system of linear difference equations is solved using the Block iterative method, and the system of nonlinear difference equations by the Newton-Raphson method — e.g. see Hageman and Young [25]. For all of the problems, the iterations were terminated once the absolute error tolerance $10^{-12}$ was reached. Computer code was written using the MATLAB programming language.

**Problem 1. (Poisson equation in polar coordinates)**

(i) \[ u_{rr} + \frac{\alpha}{r} u_r + \frac{1}{r^2} u_{\theta\theta} = G(r, \theta), \quad 0 < r, \theta < 1. \]

For $\alpha = 1$ and 2, this is the 2D Poisson equation in the $r$-$\theta$ plane for cylindrical and spherical coordinates, respectively. The exact solution adopted was $u = r^2 \cos(\pi \theta)$.

(ii) \[ u_{rr} + \frac{\alpha}{r} u_r + u_{zz} = G(r, z), \quad 0 < r, z < 1. \]

For $\alpha = 1$, this is the 2D Poisson equation for cylindrical coordinates in the $r$-$z$ plane. The exact solution adopted was $u = \cosh r \cosh z$.

The Maximum Absolute Errors (MAE) for $u$ and its normal derivatives tabulated in Tables 1 and 2 for $\alpha = 1$ and 2 are for Problems 1(i) and 1(ii), respectively. Figs. 3 and 4 give the plots of the exact and numerical solutions of Problems 1(i) and 1(ii), respectively.

**Problem 2 (Nonlinear Convection Equation)**

\[ \varepsilon (u_{xx} + u_{yy}) = u(u_x + u_y) + g(x, y), \quad 0 < x, y < 1. \]

<table>
<thead>
<tr>
<th>$h$</th>
<th>Proposed $O(h^4)$ - methods</th>
<th>$O(h^4)$ - methods discussed in [12, 13]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\alpha = 1$</td>
<td>$\alpha = 2$</td>
</tr>
<tr>
<td>1/8</td>
<td>$u$</td>
<td>2.3294(-06)</td>
</tr>
<tr>
<td></td>
<td>$u_r$</td>
<td>8.1179(-06)</td>
</tr>
<tr>
<td></td>
<td>$u_\theta$</td>
<td>3.9153(-04)</td>
</tr>
<tr>
<td>1/16</td>
<td>$u$</td>
<td>1.4731(-07)</td>
</tr>
<tr>
<td></td>
<td>$u_r$</td>
<td>9.7119(-07)</td>
</tr>
<tr>
<td></td>
<td>$u_\theta$</td>
<td>2.8537(-05)</td>
</tr>
<tr>
<td>1/32</td>
<td>$u$</td>
<td>9.2898(-09)</td>
</tr>
<tr>
<td></td>
<td>$u_r$</td>
<td>7.9264(-08)</td>
</tr>
<tr>
<td></td>
<td>$u_\theta$</td>
<td>1.9185(-06)</td>
</tr>
<tr>
<td>1/64</td>
<td>$u$</td>
<td>5.8207(-10)</td>
</tr>
<tr>
<td></td>
<td>$u_r$</td>
<td>5.5941(-09)</td>
</tr>
<tr>
<td></td>
<td>$u_\theta$</td>
<td>1.2425(-07)</td>
</tr>
</tbody>
</table>
Table 2: Problem 1(ii): The MAE.

<table>
<thead>
<tr>
<th>$h$</th>
<th>Proposed $O(h^4)$ - methods</th>
<th>$O(h^4)$ - methods discussed in [12, 13]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\alpha = 1$</td>
<td>$\alpha = 1$</td>
</tr>
<tr>
<td></td>
<td>$\alpha = 2$</td>
<td>$\alpha = 2$</td>
</tr>
<tr>
<td>1/8</td>
<td>$u$</td>
<td>1.6604(-06)</td>
</tr>
<tr>
<td></td>
<td>$u_x$</td>
<td>1.0721(-05)</td>
</tr>
<tr>
<td></td>
<td>$u_y$</td>
<td>2.3486(-05)</td>
</tr>
<tr>
<td>1/16</td>
<td>$u$</td>
<td>1.0530(-07)</td>
</tr>
<tr>
<td></td>
<td>$u_x$</td>
<td>8.1375(-07)</td>
</tr>
<tr>
<td></td>
<td>$u_y$</td>
<td>1.6895(-06)</td>
</tr>
<tr>
<td>1/32</td>
<td>$u$</td>
<td>6.6915(-09)</td>
</tr>
<tr>
<td></td>
<td>$u_x$</td>
<td>5.6905(-08)</td>
</tr>
<tr>
<td></td>
<td>$u_y$</td>
<td>1.1430(-07)</td>
</tr>
<tr>
<td>1/64</td>
<td>$u$</td>
<td>4.2259(-10)</td>
</tr>
<tr>
<td></td>
<td>$u_x$</td>
<td>4.5970(-09)</td>
</tr>
<tr>
<td></td>
<td>$u_y$</td>
<td>7.4703(-09)</td>
</tr>
</tbody>
</table>

The exact solution adopted was $u = e^x \sin(\pi y/2)$. The MAE for $u$, $u_x$ and $u_y$ are tabulated in Table 3 for $\epsilon = 0.1$, 0.01 and 0.001.
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Figure 4: Solution of 2D Poisson equation with cylindrical symmetry.

Table 4: Problem 3: The MAE.

<table>
<thead>
<tr>
<th>h</th>
<th>Proposed $O(h^4)$ - methods</th>
<th>$O(h^4)$ - methods discussed in [12, 13]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\alpha = 1$</td>
<td>$\alpha = 10$</td>
</tr>
<tr>
<td>1/16</td>
<td>$u$</td>
<td>6.6498(-06)</td>
</tr>
<tr>
<td></td>
<td>$u_x$</td>
<td>9.4134(-05)</td>
</tr>
<tr>
<td></td>
<td>$u_y$</td>
<td>3.0028(-04)</td>
</tr>
<tr>
<td>1/32</td>
<td>$u$</td>
<td>4.1944(-07)</td>
</tr>
<tr>
<td></td>
<td>$u_x$</td>
<td>6.6876(-06)</td>
</tr>
<tr>
<td></td>
<td>$u_y$</td>
<td>2.0286(-05)</td>
</tr>
<tr>
<td>1/64</td>
<td>$u$</td>
<td>2.6367(-08)</td>
</tr>
<tr>
<td></td>
<td>$u_x$</td>
<td>4.4521(-07)</td>
</tr>
<tr>
<td></td>
<td>$u_y$</td>
<td>1.3205(-06)</td>
</tr>
</tbody>
</table>

Problem 3 (Nonlinear Elliptic Equation)

$$(1 + x^2)u_{xx} + (1 + y^2)u_{yy} = au_x + u_y + f(x, y), \quad 0 < x, y < 1$$

with the exact solution $u = e^x \sin(\pi y)$ adopted. The MAE for $u, u_x$ and $u_y$ are tabulated in Table 4 for various values of $\alpha$.

Problem 4 (2D steady-state Navier-Stokes equations in Cartesian coordinates)

$$\frac{1}{R_e}(u_{xx} + u_{yy}) = uu_x + vu_y + f(x, y), \quad 0 < x, y < 1$$

$$\frac{1}{R_e}(v_{xx} + v_{yy}) = uv_x + vv_y + g(x, y), \quad 0 < x, y < 1$$

where the constant $R_e > 0$ is the Reynolds number.

The exact solution $u = \sin(\pi x)\sin(\pi y), \quad v = \cos(\pi x)\cos(\pi y)$ was adopted. The MAE for $u$ and $v$ are tabulated in Table 5 for $R_e = 10, 10^2$ and $10^3$. Fig. 5 provides a comparison of the exact and numerical solutions.
Problem 5 (2D steady-state Navier-Stokes equations in polar coordinates)

(i) Spherical polar coordinates \((r, \theta)\) plane:

\[
\frac{1}{R_e} \left( u_r + \frac{1}{r^2} u_{r\theta} + \frac{2}{r} u_r + \frac{\cot \theta}{r^2} u_\theta - \frac{2}{r^2} v_\theta - \frac{2}{r^2} \cot \theta v \right)
\]

\[
= uu_r + \frac{1}{r} v u_\theta - \frac{1}{r} v^2 + H(r, \theta), \quad 0 < r, \theta < 1,
\]
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Proposed \( O(h^4) \) - methods discussed in [12]

\[
\begin{array}{|c|c|c|c|c|c|c|}
\hline
h & R_e = 10 & R_e = 100 & R_e = 500 & R_e = 10 & R_e = 100 & R_e = 500 \\
\hline
1/4 & u_{1/4} & 4.0350(-03) & 4.7668(-02) & 1.0430(-01) & 4.6880(-03) & 5.3210(-02) & 2.1678(-01) \\
& v_{1/4} & 2.8464(-03) & 2.4988(-02) & 8.0180(-02) & 3.6584(-03) & 3.0824(-02) & 8.8249(-02) \\
\hline
1/8 & u_{1/8} & 4.5574(-04) & 6.9580(-03) & 2.4922(-02) & 5.0324(-04) & 7.3214(-03) & 2.9911(-02) \\
& v_{1/8} & 1.9624(-04) & 2.9897(-03) & 1.5191(-02) & 2.4454(-04) & 3.4789(-03) & 1.9923(-02) \\
\hline
1/16 & u_{1/16} & 2.6553(-05) & 6.3235(-04) & 2.4796(-03) & 3.0355(-05) & 6.6532(-04) & 2.7697(-03) \\
& v_{1/16} & 1.2965(-05) & 3.0081(-04) & 1.0288(-03) & 1.5569(-05) & 3.3180(-04) & 1.3288(-03) \\
\hline
\end{array}
\]

The MAE for \( u \) and \( v \) are tabulated in Tables 6 and 7 for various values of the Reynolds number \( R_e > 0 \). Figs. 6 and 7 provide a comparison of the exact and numerical solutions to Problems 5(i) and 5(ii), respectively.

\[
\begin{align*}
\frac{1}{R_e} & \left( v_{rr} + \frac{1}{r^2} v_{\theta \theta} + \frac{2}{r} v_r + \cot \theta \frac{v_\theta}{r^2} + \frac{2}{r^2} u_\theta - \frac{\cos ec^2 \theta}{r^2} v \right) \\
& = uw_r + \frac{1}{r} v v_\theta + \frac{1}{r} u v + I(r, \theta), \quad 0 < r, \theta < 1.
\end{align*}
\]

The exact solution adopted was \( u = 2r^3 \cos \theta, \quad v = -5r^3 \sin \theta \).

(ii) Cylindrical polar coordinates \((r-\theta)\) plane:

\[
\begin{align*}
\frac{1}{R_e} & \left( u_{rr} + \frac{1}{r^2} u_{\theta \theta} + \frac{1}{r} u_r - \frac{2}{r^2} v_\theta - \frac{1}{r^2} u \right) \\
& = uu_r + \frac{1}{r} v u_\theta - \frac{1}{r} v^2 + H(r, \theta), \quad 0 < r, \theta < 1,
\end{align*}
\]

\[
\begin{align*}
\frac{1}{R_e} & \left( v_{rr} + \frac{1}{r^2} v_{\theta \theta} + \frac{1}{r} v_r + \frac{2}{r^2} u_\theta - \frac{1}{r^2} v \right) \\
& = uv_r + \frac{1}{r} v v_\theta + \frac{1}{r} u v + I(r, \theta), \quad 0 < r, \theta < 1.
\end{align*}
\]

The exact solution adopted was \( u = r^3 \sin \theta, \quad v = 4r^3 \cos \theta \).
Nine-point compact difference methods of order four were developed in Ref. [12] for the numerical solution of the system of second order non-linear 2D elliptic equations (1.1), but these methods fail at singular points and a special treatment was required to solve singular problems. Indeed, it was found that such numerical methods fail if it is difficult to differentiate the singular coefficients twice. In this paper, a new stable method of accuracy four for the solution of the system of non-linear elliptic equations (1.1) is developed, using the same number of grid points. In addition, fourth order compact difference methods are derived to estimate the normal derivatives of the solutions. Our new numerical methods are directly applicable to elliptic equations in polar coordinates, and do not require any fictitious points for computation. No special technique is needed to solve singular elliptic problems, whether linear or nonlinear, and we obtain better results than some existing fourth order numerical methods have produced. Tables 3, 5, 6 and 7 show the results for model nonlinear equations, including the Navier-Stokes equations of motion. Although the order of accuracy drops for high Reynolds number in the Navier-Stokes equations, there is no numerical oscillation arising in the computed solution, in contrast to a second order
method that becomes totally unstable \cite{3,12,13}. We are now extending our new methods
to time-dependent problems.
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