
NUMERICAL MATHEMATICS: Theory, Methods and Applications
Numer. Math. Theor. Meth. Appl., Vol. 1, No. 1, pp. 44-56 (2008)

New Estimates for the Rate of Convergence of the

Method of Subspace Corrections

Durkbin Cho1, Jinchao Xu1,2,∗ and Ludmil Zikatanov1

1 Department of Mathematics, The Pennsylvania State University, University Park,

PA 16802, USA.
2 Laboratory of Pure and Applied Mathematics, School of Mathematical Sciences,

Peking University, Beijing 100871, China.

Received 30 October, 2007; Accepted (in revised version) 17 December, 2007

Abstract. We discuss estimates for the rate of convergence of the method of successive
subspace corrections in terms of condition number estimate for the method of parallel
subspace corrections. We provide upper bounds and in a special case, a lower bound
for preconditioners defined via the method of successive subspace corrections.
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1. Introduction

The method of subspace corrections is a general iterative method for solving the linear
system of equations arising from the variational formulation in a Hilbert space. The mod-
ern theory of the subspace correction methods has showed that the multigrid method and
the domain decomposition method are systematically equivalent. In this paper, we study
the method of subspace corrections. We refer readers to von Neumann [7], Bramble [1],
Bramble and Zhang [2], Hackbusch [4], Griebel and Oswald [3], Trottenberg, Oosterlee
and Schüller [5], Xu [8,9] and Xu and Zikatanov [10] for the method of subspace correc-
tions.

One main focus in this paper is to provide an estimate for the rate of convergence of
the method of successive subspace corrections (MSSC) in terms of the method of parallel
subspace corrections (MPSC). This work can be considered as an extension and application
of the convergence theory by Xu and Zikatanov [10]. Based on this framework, we obtain
a formula for the convergence rate, which can be employed to derive many other estimates
related to the method of subspace corrections. We then show how the convergence rate of
the MSSC can be estimated in terms of the MPSC. Similar results and other approaches on
deriving estimates relating MSSC and MPSC are also found in earlier works [2,3,8,9].
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The remainder of this paper is organized as follows. In Section 2, we present the
variational problem in a Hilbert space and recall some notation and algorithms in [10].
In Section 3, we relate the convergence rate to the condition number of multiplicative
preconditioner and derive a formula for this condition number. In Section 4, we present
estimates for the convergence rate, using the formula for the condition number. We discuss
the special cases of the subspace correction methods in Section 5.

2. Notation and preliminaries

Let V be a Hilbert space with an inner product (·, ·) and its induced norm ‖ · ‖ and let
V ∗ be the dual space of V . We consider the variational problem:

Find u ∈ V such that for any given f ∈ V ∗

a(u, v) = 〈 f , v〉, ∀ v ∈ V. (2.1)

Here, a(·, ·) : V × V 7→ R is a continuous symmetric positive definite (SPD) bilinear form.
Since a(·, ·) is a SPD, it introduces an inner product and a norm which we denote with
(·, ·)a and ‖ · ‖a. In more classical notation, we define an operator A : V 7→ V by

(Au, v) = a(u, v) ∀u ∈ V,∀v ∈ V.

Following [10], we introduce some notation and the parallel and successive subspace cor-
rection algorithms. We first consider a collection of closed subspaces

Vk ⊂ V, k = 1, · · · , J ,

such that

(A0) V =
J∑

k=1
Vk.

Associated with each subspace Vk, we define a continuous positive definite bilinear form
ak(·, ·) to be an approximation of a(·, ·) on Vk. We point out that in general ak(·, ·) may not
be symmetric. To assure the well-posedness of the subspace problems, we assume that the
bilinear forms ak(·, ·) satisfy appropriate inf-sup conditions.

The method of parallel subspace corrections (MPSC) is an iterative algorithm that cor-
rect the residual equations in parallel in each subspace. MPSC is described as follows.

Algorithm 2.1 (MPSC). Let u0 ∈ V be given.

for ℓ= 1,2, · · ·

for i = 1 : J

Let ei ∈ Vi solve
ai(ei, vi) = f (vi)− a(uℓ−1, vi) ∀vi ∈ Vi ,

endfor
uℓ = uℓ−1 +

∑J

i=1 ei,

endfor


