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Abstract. This paper is concerned with numerical computations of a class of biological models on unbounded spatial domains. To overcome the unboundedness of spatial domain, we first construct efficient local absorbing boundary conditions (LABCs) to reformulate the Cauchy problem into an initial-boundary value (IBV) problem. After that, we construct a linearized finite difference scheme for the reduced IBV problem, and provide the corresponding error estimates and stability analysis. The delay-dependent dynamical properties on the Nicholson’s blowflies equation and the Mackey-Glass equation are numerically investigated. Finally, numerical examples are given to demonstrate the efficiency of our LABCs and theoretical results of the numerical scheme.
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1. Introduction

We consider the numerical computation of model equations with delay term on the unbounded spatial domain given as

\[ u_t = u_{xx} - du + f(u(x, t - \tau)), \quad x \in \mathbb{R}, \quad t \in (0, T], \]

where the initial value is supposed to be compactly supported

\[ u(x, t) = u_0(x, t), \quad (x, t) \in \mathbb{R} \times [-\tau, 0]. \]
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Model (1.1) was first proposed to demonstrate the distribution of the Australian blowflies, where $u(x,t)$ represents the mature population of the blowflies, $d > 0$ denotes the death rate of the mature population, the delay term $\tau$ represents the time required for a newborn to become matured, the diffusion is used to describe the spatial movement of substances from high to low concentration, and $f(u)$ is the birth-rate function. Two typical birth-rate functions are given as

\[ f(u) = pue^{-au}, \quad (1.2a) \]
\[ f(u) = \frac{pu}{1+u^2}, \quad (1.2b) \]

where $p$ is the impact of the birth on the immature population. Model (1.1) with the birth-rate function (1.2a) is usually called Nicholson’s blowflies equation, and with the function (1.2b) called the Mackey-Glass equation. It is remarkable that this kind of delay equations (1.1) are also considered as models in many other applied scientific fields. One can refer to [1,3,31] for details.

PDEs with delay have been extensively studied. Most results in the literature indicate that a delay term has an important impact on the dynamic properties of a system such as stability, dissipativity, chaos etc. For example, Lin et al. [19] showed that the traveling wave changes with the delay term by using the weighted energy method. Huang and Vandewalle [9] studied the delay-dependent stability of continuous and discrete systems. Strogatz [25] considered the nonlinear dynamic behaviors which is related to the delay term. Zou et al. [45] studied the relation between the delay term and oscillatory behaviors in diffusively coupled dynamical networks. Generally, the investigation on delay-dependent dynamic properties of a system is believed to be one of the most challengeable work. One important reason is that the exact solutions of these PDEs with delay are difficult to obtain.

For the bounded domain case, there are many studies on the numerical simulation of linear and nonlinear PDEs with delay. Jackiewicz and Zubik-Kowal [11] investigated Chebyshev spectral collocation and waveform relaxation methods. Sun [27] applied the linearized compact difference scheme. Zhang and Zhang [38] solved the parabolic problems with delay by combining the compact finite difference method with different time discretization (see also [15,18,37,39]). Li and Zhang [16,17] introduced the discontinuous Galerkin methods. Zhang and Xiao [37] proposed the implicit-explicit finite difference methods.

For the unbounded domain case, although the theory of problem (1.1) has been well studied (see [5,19,23]), the numerical analysis for the problem (1.1) has so far received little attention because the unboundedness of the definition domain usually presents a great numerical difficulty. To deal with the unboundedness, one of the powerful tools is to employ artificial boundary methods (ABMs), see the monograph by [8]. The main idea of ABMs is to limit a bounded computational domain of interest by introducing artificial boundary, then impose suitable absorbing boundary conditions (ABCs) on the artificial boundaries, and finally reformulate the unbounded problem into a bounded problem. As repeatedly shown by different authors both theoretically and experimentally, the overall accuracy and performance of numerical schemes strongly depend on the choice of ABCs
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(see papers, [4, 6, 7, 29, 42]). Up to now, there has been some new progress on designing suitable ABCs for nonlinear time-dependent problems, such as the linearized or reduced method ([2, 12, 13, 32, 35]), the perfectly matched layer method ([22, 28, 34]), the inverse scattering method ([43, 44]) and the unified approach [20, 40, 41]. The other widely used method to deal with the unboundedness is to numerically solve the problem in a sufficiently large domain (see, [5, 19, 23]).

In this paper, we consider the derivation of appropriate nonlinear ABCs for problem (1.1). First, the original problem (1.1) is transformed to a special reaction-diffusion equation with two different terms. After that, the ABCs are obtained by using the unified approach. Thanks to these ABCs, the problem (1.1) is reduced to an initial-boundary-value (IBV) problem. After that, we construct a linearized finite difference method for the reduced IBV problem, and give the corresponding stability analysis and error estimate of the numerical scheme. Numerical examples on the Nicholson’s blowflies equation and the Mackey-Glass equation are presented to verify the efficiency of the ABCs and theoretical results of our numerical scheme. We also numerically report that the delay term plays an important role on numerical solutions of the models. As we will see from numerical results, the solutions of Eq. (1.1) behave like a monotone traveling wave when the time delay is small; and the numerical solutions are demonstrated to be chaotically oscillatory when the time delay becomes bigger. These numerical results further demonstrate some of the theoretical findings or conjectures in the references [5, 19, 23].

The outline of this paper is as follows. In Section 2, we focus on the construction of LABCs. In Section 3, we construct a linearized finite difference scheme for the reduced problem, and establish the stability and convergence of the numerical scheme. In Section 4, numerical examples are given to verify the effectiveness of the theoretical results. Conclusions and discussions are summarized in Section 5.

2. Construction of nonlinear absorbing boundary conditions

To derive the efficient ABCs for (1.1), we first recall the general principle of unified approach proposed in [40, 41] for the study of the nonlinear Schrödinger equations.

We select two artificial boundaries \( \Gamma = \{ x | x = x_l, x_r \} \) such that the initial value \( u_0 \) is compactly supported in the bounded computational domain \( \Omega := \{ x | x_l < x < x_r \} \). The unbounded exterior domain is defined by \( \Omega_e := \Omega - \Omega^- \cup \Omega^+ \) with \( \Omega^- := \{ x | -\infty < x < x_l \} \), and \( \Omega^+ := \{ x | x_r < x < +\infty \} \).

2.1. Unified approach: general principle

The philosophy of unified approach is given for general equation as follows. Taking \( v = ue^{dt} \), Eq. (1.1) on the exterior domain \( \Omega_e \) can be equivalently written into

\[
v_t = v_{xx} + e^{dt} g(v(x, t - \tau)), \quad t \in (0, T].
\]

(2.1)

We further rewrite (2.1) in the operator form as

\[
v_t = \mathcal{L}v + \mathcal{N}v,
\]

(2.2)
where $\mathcal{L}$ and $\mathcal{N}$ respectively denote the linear differential operator and the nonlinear operator by

$$\mathcal{L}v = v_{xx}, \quad \mathcal{N}v = e^{dt}g(v(x, t - \tau)). \quad (2.3)$$

In analogy to the widely used Strang splitting [24],

$$v(x, t + \Delta t) \approx e^{\mathcal{L} \Delta t/2}e^{\mathcal{N} \Delta t}e^{\mathcal{L} \Delta t/2}v(x, t),$$

and the first-order approximation (see Baker-Campbell-Hausdorff theorem, [14])

$$v(x, t + \Delta t) \approx e^{\mathcal{L} \Delta t}e^{\mathcal{N} \Delta t}v(x, t),$$

in a small time interval from $t$ to $t + \Delta t$ with $\Delta t > 0$, we use the approximation as

$$v(x, t + \Delta t) \approx e^{(\mathcal{L} + \mathcal{N}) \Delta t}v(x, t). \quad (2.4)$$

We first find one-way operator $\mathcal{L}^{(n)}$ to approximate $\mathcal{L}$ by making the wave outgoing. After that, we replace $\mathcal{L}$ by $\mathcal{L}^{(n)}$ in (2.4), then take the limit $\Delta t \to 0$ of the resulting, finally arrive at the one-way equation

$$v_t = \mathcal{L}^{(n)}v + \mathcal{N}v. \quad (2.5)$$

The one-way equation (2.5) will be taken as our nonlinear ABCs at artificial boundaries.

Comparing with the well-known time-splitting method (or split-step method), the above procedure is called unified approach. In unified approach, how to obtain a good approximation $\mathcal{L}^{(n)}$ plays an important role. The derivation of the one-way approximate operator $\mathcal{L}^{(n)}$ is considered as follows.

### 2.2. Nonlinear absorbing boundary conditions

To obtain $\mathcal{L}^{(n)}$, we now consider the heat problem on the exterior domain $\Omega_e$, namely,

$$\begin{cases}
    v_t - v_{xx} = 0, & x \in \Omega_e, \\
    v(x, 0) = 0, & x \in \Omega_e, \\
    v \to 0, & \text{as } |x| \to \infty.
\end{cases} \quad (2.6)$$

Applying Laplace transformation to (2.6) with respect to $t$, we arrive at

$$s\tilde{v} - \tilde{v}_{xx} = 0. \quad (2.7)$$

Eq. (2.7) is homogeneous and has the general solution in the form

$$\tilde{v}(x, s) = A_1(s)e^{-\sqrt{s}x} + A_2(s)e^{\sqrt{s}x}, \quad (2.8)$$

where the coefficients $A_1(s)$ and $A_2(s)$ are arbitrary analytic functions. Using boundary conditions $v(x, s) \to 0$ when $|x| \to \infty$ in problem (2.6), and taking derivative with respect to $x$ for (2.8), we arrive at

$$\frac{\partial \tilde{v}}{\partial x} \pm \sqrt{s}\tilde{v} = 0. \quad (2.9)$$
Thus, the problem (1.1) on the real line is reduced to an IBV problem on a bounded domain. The higher-order local ABCs and the stability analysis of the resulting boundary conditions are discussed in [33]. Now we consider a simple case $N = 1$, namely,

$$3s_0\tilde{v}_x + s_0\sqrt{s_0}\tilde{v} \pm 3s\sqrt{s_0}\tilde{v} = 0. \quad (2.11)$$

Applying the inverse Laplace transformation, we have

$$3s_0v_x + v_{xt} \pm s_0\sqrt{s_0}v_t \pm 3\sqrt{s_0}v_t = 0. \quad (2.12)$$

We can rewrite (2.12) in form of $(\partial_x \pm 3\sqrt{s_0})\partial_t v = -(3s_0\partial_x \pm s_0\sqrt{s_0})v$, which implies that the linear operator $\mathcal{L}$ can be approximated by one-directional operators

$$\mathcal{L} \approx \mathcal{L}^{(3)} = -(\partial_x \pm 3\sqrt{s_0})^{-1} (3s_0\partial_x \pm s_0\sqrt{s_0})^{-1}. \quad (2.13)$$

Substituting (2.13) into the one-way equation (2.5) with simple calculation, we have the third-order nonlinear local ABCs

$$\pm 3\sqrt{s_0}(u_t + du) + 3s_0u_x + u_{xt} \pm s_0\sqrt{s_0}u = (\partial_x \pm 3\sqrt{s_0}) e^{dt} g(x, t - \tau). \quad (2.14)$$

Using the definition $v = ue^{dt}$, we can rewrite (2.14) as

$$\pm 3\sqrt{s_0}(u_t + du) + 3s_0u_x + u_{xt} \pm s_0\sqrt{s_0}u = (\partial_x \pm 3\sqrt{s_0}) f(u(x, t - \tau)). \quad (2.15)$$

Thus, the problem (1.1) on the real line is reduced to an IBV problem on a bounded computational domain, given by

$$u_t = u_{xx} - du + f(u(x, t - \tau)), \quad (x, t) \in (x_l, x_r) \times \mathbb{R}^+, \quad (2.16a)$$

$$u(x, t) = u_0(x, t), \quad (x, t) \in [x_l, x_r] \times [-\tau, 0], \quad (2.16b)$$

$$u_{xt} - 3\sqrt{s_0}u_t + (3s_0 + d)u_x - \sqrt{s_0}(3d + s_0)u = (\partial_x - 3\sqrt{s_0}) f(u(x, t - \tau)), \quad x = x_l, \quad (2.16c)$$

$$u_{xt} + 3\sqrt{s_0}u_t + (3s_0 + d)u_x + \sqrt{s_0}(3d + s_0)u = (\partial_x + 3\sqrt{s_0}) f(u(x, t - \tau)), \quad x = x_r. \quad (2.16d)$$

We remark that the parameter $s_0$ is a given positive constant and its choice is not sensitive to the effectiveness of LABCs in this paper. For more discussions, one refers to [36].
3. The fully discrete finite difference method

In this section, we construct a linearized finite difference scheme for the reduced problem (2.16a)-(2.16d), and give the corresponding stability and convergence analysis.

3.1. Construction of a finite difference scheme

Noting that there exist mixed derivatives in the ABCs (2.16c) and (2.16d), it is generally hard to establish their stability analysis. To overcome this difficulty, we introduce two auxiliary variables \( \phi(t) = u_s(x_i, t) - 3\sqrt{s_0}u(x_i, t) \), and \( \psi(t) = u_s(x_r, t) + 3\sqrt{s_0}u(x_r, t) \). Thus, the reduced problem (2.16a)-(2.16d) can be equivalently rewritten as

\[
\begin{align*}
\dot{u}_t &= u_{xx} - du + f(u(t, t - \tau)), & x \in (x_i, x_r), 0 < t < T, \\
u_x &= \phi(t), & x = x_i, 0 < t < T, \\
\phi_t &= (\partial_x - 3\sqrt{s_0})f(u(t, t - \tau)) - (3s_0 + d)\phi - 8s_0\sqrt{s_0}u, & x = x_i, 0 < t < T, \\
u_x &= \psi(t), & x = x_r, 0 < t < T, \\
\psi_t &= (\partial_x + 3\sqrt{s_0})f(u(t, t - \tau)) - (3s_0 + d)\psi + 8s_0\sqrt{s_0}u, & x = x_r, 0 < t < T, \\
u(x, t) &= u_0(x, t), & t \leq 0, x \in \Omega.
\end{align*}
\]

Next, we construct the finite difference scheme for the reduced problem (3.1a)-(3.1f).

Let \( k = \tau/N \) and \( h = (x_r - x_i)/M \) be the temporal and spatial step sizes, respectively, where \( N \) and \( M \) are given positive integers. Denote \( t_n = nk (0 \leq n \leq N), x_j = jh (0 \leq j \leq M) \), \( \Omega_h = \{ x_j | x_j = x_i + jh, 0 \leq j \leq M \} \) and \( \Omega_t = \{ t_n | t_n = t_{-N_{\tau}} < t_{-N_{\tau}+1} < \cdots < t_N = T \} \). Without loss of generality, here we assume that there exists a constant \( T = Nk \). Let \( \mathcal{V} = \{ v^n_j | 0 \leq j \leq M, 0 \leq n \leq N \} \) be grid function space defined on \( \Omega_h \times \Omega_t \). For any grid function \( v \in \mathcal{V} \), we will use the following notations

\[
\begin{align*}
\delta_x v^n_{i+1/2} &= v^n_{i+1} - v^n_i, & \delta_x v^n_{i-1/2} &= v^n_{i-1} - v^n_i, \\
\delta_t v^n_i &= v^{n+1}_i - v^n_i, & \delta_t v^n_{i+1} &= v^{n+1}_i - v^n_i, \\
\frac{\delta^2 v^n}{\delta x^2} &= \frac{\delta_x v^n_{i+1/2} - \delta_x v^n_{i-1/2}}{h}, & \frac{\delta^2 v^n}{\delta t^2} &= \frac{\delta_t v^n_{i+1} - \delta_t v^n_{i}}{k},
\end{align*}
\]

Besides, define the grid functions

\[
\begin{align*}
u^n_i &= u(x_i, t_n), & \phi^n = \phi(t_n), & \psi^n = \psi(t_n), & 0 \leq i \leq M, & -N_{\tau} \leq n \leq N.
\end{align*}
\]

Noting that the left boundary point \( x_0 \) holds the equation

\[
\begin{align*}
\dot{u}_x(x_0, t_{n+1/2}) &= u_t(x_0, t_{n+1/2}) + du(x_0, t_{n+1/2}) - f(u(x_0, t_{n+1/2} - \tau)),
\end{align*}
\]

and using the Taylor expansion, we have

\[
\begin{align*}
\dot{u}_x(x_0, t_{n+1/2}) &= \frac{1}{h} (u(x_1, t_{n+1/2}) - u(x_0, t_{n+1/2})) - \frac{h}{2} u_{xx}(x_0, t_{n+1/2}) + o(h^2) \\
&= \delta_x u^n_{1/2} - \frac{h}{2} (\delta_x u^n_{1/2} + du^n_{1/2} - f(u^n_{1/2} - N)) + o(h^2).
\end{align*}
\]
Similarly, at the right boundary point \( x_M \), we have

\[
 u_s(x_M, t_{n+\frac{1}{2}}) = \delta_x u_M^{n+\frac{1}{2}} + \frac{h}{2} \delta_t u_M^{n+\frac{1}{2}} + d_u M^{n+\frac{1}{2}} - f(u_M^{n+\frac{1}{2} - N_e}) + o(h^2). \tag{3.3}
\]

Applying the Taylor expansion, (3.2) and (3.3), we have: for \( 1 \leq n \leq N \)

\[
 \delta_t u_i^{n+\frac{1}{2}} = \delta_x u_i^{n+\frac{1}{2}} - d_u i^{n+\frac{1}{2}} + f(u_i^{n+\frac{1}{2} - N_e}) + T_i^n, \quad 1 \leq i \leq M - 1, \tag{3.4a}
\]

\[
 \frac{h}{2} \delta_t u_0^{n+\frac{1}{2}} = \delta_x u_0^{n+\frac{1}{2}} - \phi^{n+\frac{1}{2}} - 3\sqrt{s_0 u_0^{n+\frac{1}{2}}} - \frac{h}{2} \left( d_u u_0^{n+\frac{1}{2}} - f(u_0^{n+\frac{1}{2} - N_e}) \right) + T_0^n, \tag{3.4b}
\]

\[
 \delta_t \psi M^{n+\frac{1}{2}} = g \left(u_M^{n+\frac{1}{2} - N_e}\right) - 3\sqrt{s_0 f(u_M^{n+\frac{1}{2} - N_e})} - (3s_0 + d) \phi^{n+\frac{1}{2}} - 8s_0 \sqrt{s_0 u_0^{n+\frac{1}{2}}} + R_0^n, \tag{3.4c}
\]

\[
 \frac{h}{2} \delta_t u_M^{n+\frac{1}{2}} = -\delta_x u_M^{n+\frac{1}{2}} + \psi^{n+\frac{1}{2}} - 3\sqrt{s_0 u_M^{n+\frac{1}{2}}} - \frac{h}{2} \left( d_u u_0^{n+\frac{1}{2}} - f(u_0^{n+\frac{1}{2} - N_e}) \right) + T_M^n, \tag{3.4d}
\]

\[
 \delta_t \psi^n_{i+\frac{1}{2}} = g \left(u_M^{n+\frac{1}{2} - N_e}\right) + 3\sqrt{s_0 f(u_M^{n+\frac{1}{2} - N_e})} - (3s_0 + d) \psi^{n+\frac{1}{2}} + 8s_0 \sqrt{s_0 u_M^{n+\frac{1}{2}}} + R_M^n, \tag{3.4e}
\]

\[
 u_i^n = u(x_i, t_j), \quad i = 0, 1, \cdots, M, \quad j = -N_s, -N_s + 1, \cdots, 0, \tag{3.4f}
\]

where \( g(u) = \frac{\partial}{\partial x} f(u) \) and there is a constant \( C_1 \) such that

\[
 |T_j^n| \leq C_1 (k^2 + h^2), \quad 0 \leq j \leq M, \quad 1 \leq n \leq N, \tag{3.5a}
\]

\[
 |R_j^n| \leq C_1 k^2, \quad |R_j^n| \leq C_1 k^2, \quad 1 \leq n \leq N. \tag{3.5b}
\]

Omitting the truncation errors, we obtain the finite difference scheme of the problem (3.1a)-(3.1f), for \( 1 \leq n \leq N \)

\[
 \delta_t U_i^{n+\frac{1}{2}} = \delta_x U_i^{n+\frac{1}{2}} - d_u i^{n+\frac{1}{2}} + f(U_i^{n+\frac{1}{2} - N_e}), \quad 1 \leq i \leq M - 1, \tag{3.6a}
\]

\[
 \frac{h}{2} \delta_t u_0^{n+\frac{1}{2}} = \delta_x u_0^{n+\frac{1}{2}} - \phi^{n+\frac{1}{2}} - 3\sqrt{s_0 u_0^{n+\frac{1}{2}}} - \frac{h}{2} \left( d_u u_0^{n+\frac{1}{2}} - f(U_0^{n+\frac{1}{2} - N_e}) \right), \tag{3.6b}
\]

\[
 \delta_t \phi^n_{i+\frac{1}{2}} = g \left(U_0^{n+\frac{1}{2} - N_e}\right) - 3\sqrt{s_0 f(U_0^{n+\frac{1}{2} - N_e})} - (3s_0 + d) \phi^{n+\frac{1}{2}} - 8s_0 \sqrt{s_0 U_0^{n+\frac{1}{2}}} - \frac{h}{2} \left( d_u u_0^{n+\frac{1}{2}} - f(U_0^{n+\frac{1}{2} - N_e}) \right), \tag{3.6c}
\]

\[
 \frac{h}{2} \delta_t U_M^{n+\frac{1}{2}} = -\delta_x U_M^{n+\frac{1}{2}} + \psi^{n+\frac{1}{2}} - 3\sqrt{s_0 u_M^{n+\frac{1}{2}}} - \frac{h}{2} \left( d_u u_M^{n+\frac{1}{2}} - f(U_M^{n+\frac{1}{2} - N_e}) \right), \tag{3.6d}
\]

\[
 \delta_t \psi^n_{i+\frac{1}{2}} = g \left(U_M^{n+\frac{1}{2} - N_e}\right) + 3\sqrt{s_0 f(U_M^{n+\frac{1}{2} - N_e})} - (3s_0 + d) \psi^{n+\frac{1}{2}} + 8s_0 \sqrt{s_0 U_M^{n+\frac{1}{2}}} - \frac{h}{2} \left( d_u u_M^{n+\frac{1}{2}} - f(U_M^{n+\frac{1}{2} - N_e}) \right), \tag{3.6e}
\]

\[
 U_i^n = u(x_i, t_j), \quad i = 0, 1, \cdots, M, \quad j = -N_s, -N_s + 1, \cdots, 0 \tag{3.6f}
\]

where \( U_i^{n+\frac{1}{2}}, \phi^{n+\frac{1}{2}} \) and \( \psi^{n+\frac{1}{2}} \) are numerical approximations of \( u(x_i, t_{n+\frac{1}{2}}), \phi(t_{n+\frac{1}{2}}) \) and \( \psi(t_{n+\frac{1}{2}}) \), respectively.
3.2. Convergence and stability analysis

For any \( u, v \in \Omega_h \), we also denote

\[
(u, v) = h \left( \frac{1}{2} u_0 v_0 + \sum_{i=1}^{M-1} u_i v_i + \frac{1}{2} u_M v_M \right), \quad \|u\| = \sqrt{(u, u)},
\]

\[
|v|_1 = \sqrt{h \sum_{i=1}^{M} (\delta^2 x v_{i-\frac{1}{2}} ),} \quad \|v\|_\infty = \max_{0 \leq i \leq M} |v_i|.
\]

First, we introduce some lemmas, which will assist in the proof of our main result.

**Lemma 3.1.** ([26]) For any mesh function \( v \), the following inequality holds

\[
\|v\|_\infty^2 \leq \epsilon |v|_1^2 + \left( \frac{1}{\epsilon} + \frac{1}{x_r - x_l} \right) \|v\|^2.
\]

**Lemma 3.2.** ([10]) Let \( k, B \) and \( a_i, b_i, \gamma_i \) be nonnegative numbers for all \( i \geq 0 \). It holds that

\[
a_n + k \sum_{i=0}^{n} b_i \leq k \sum_{i=0}^{n} \gamma_i a_i + B.
\]

Suppose that \( k \gamma_i < 1 \) for all \( i \) and set \( \sigma_k = (1 - k \gamma_i)^{-1} \). Then,

\[
a_n + \sum_{i=0}^{n} b_i \leq B \exp \left( k \sum_{i=0}^{n} \gamma_i \sigma_k \right).
\]

**Lemma 3.3.** ([30]) Let \( \{\omega^m\}_{m=0}^{N} \) be a sequence of functions in \( \Omega_h \). Then

\[
k |\omega^n|_1 \leq 2k \sum_{m=1}^{n} |\omega^{m-\frac{1}{2}}|_1 + k |\omega^0|_1 \leq 2 \sqrt{T} \left( k \sum_{m=1}^{n} |\omega^{m-\frac{1}{2}}|_1^2 + k |\omega^0|_1^2 \right)^{1/2}.
\]

Define the error grid functions

\[
e^n_j = u^n_j - u^n_j, \quad 0 \leq j \leq M, \quad 0 \leq n \leq N,
\]

\[
\tilde{\phi}^n = \phi^n - \Phi^n, \quad \tilde{\psi}^n = \psi^n - \Psi^n,
\]

\[
K = \max_{1 \leq n \leq N} \{ \|u^n\|_\infty + |\phi^n| + |\psi^n| \} + 1.
\]

**Theorem 3.1.** Suppose that the problem (3.1a)-(3.1f) has unique and smooth solutions \( \{u(x_i, t_n), \psi(t_n), \phi(t_n)\} \). Then, there exists a constant \( C^* \), independent of \( h \) and \( k \), such that for all \( n \)

\[
\|U^n\|_\infty + |\Phi^n| + |\Psi^n| \leq K, \tag{3.9a}
\]

\[
\|e^n\| + |\tilde{\phi}^n| + |\tilde{\psi}^n| \leq C^*(k^2 + h^2), \tag{3.9b}
\]

when \( k, h \) and \( k^{-1} h^2 \) are sufficiently small.
Proof. Subtracting (3.6a)-(3.6f) from (3.4a)-(3.4f), we obtain the error equations: for $1 \leq n \leq N$

\[
\delta_i e_i^{n+\frac{1}{2}} = \delta_x e_i^{n+\frac{1}{2}} + F \left( u_i^{n+\frac{1}{2}-N_c}, U_i^{n+\frac{1}{2}} \right) + T_i^n, \quad 1 \leq i \leq M - 1, \tag{3.10a}
\]

\[
\frac{h}{2} \delta_i e_0^{n+\frac{1}{2}} = \delta_x e_0^{n+\frac{1}{2}} - \phi^{n+\frac{1}{2}} - 3 \sqrt{S_0 e_0} - \frac{h}{2} \left( d e_0^{n+\frac{1}{2}} - F \left( u_0^{n+\frac{1}{2}-N_c}, U_0^{n+\frac{1}{2}} \right) \right) + T_0^n, \tag{3.10b}
\]

\[
\delta_0 \psi^{n+\frac{1}{2}} = G \left( u_0^{n+\frac{1}{2}-N_c}, U_0^{n+\frac{1}{2}} \right) - 3 \sqrt{S_0 F} \left( u_0^{n+\frac{1}{2}-N_c}, U_0^{n+\frac{1}{2}} \right) - \left( 3 S_0 + d \right) \psi^{n+\frac{1}{2}} + 8 S_0 \sqrt{S_0 e_0^{n+\frac{1}{2}}} + R_0^n, \tag{3.10c}
\]

\[
\frac{h}{2} \delta_i e_M^{n+\frac{1}{2}} = -\delta_x e_M^{n+\frac{1}{2}} + \psi^{n+\frac{1}{2}} - 3 \sqrt{S_0 e_M} - \frac{h}{2} \left( d e_M^{n+\frac{1}{2}} - F \left( u_M^{n+\frac{1}{2}-N_c}, U_M^{n+\frac{1}{2}} \right) \right) + T_M^n, \tag{3.10d}
\]

\[
\delta_i \phi^{n+\frac{1}{2}} = G \left( u_M^{n+\frac{1}{2}-N_c}, U_M^{n+\frac{1}{2}} \right) + 3 \sqrt{S_0 F} \left( u_M^{n+\frac{1}{2}-N_c}, U_M^{n+\frac{1}{2}} \right) - \left( 3 S_0 + d \right) \phi^{n+\frac{1}{2}} + 8 S_0 \sqrt{S_0 e_M^{n+\frac{1}{2}}} + R_M^n, \tag{3.10e}
\]

\[
e_i^j = 0, \quad i = 0, 1, \cdots, M, \quad j = -N_c, -N_c + 1, \cdots, 0, \tag{3.10f}
\]

where

\[
F \left( u_i^{n+\frac{1}{2}-N_c}, U_i^{n+\frac{1}{2}} \right) = f \left( u_i^{n+\frac{1}{2}-N_c} \right) - f \left( U_i^{n+\frac{1}{2}-N_c} \right),
\]

\[
G \left( u_i^{n+\frac{1}{2}-N_c}, U_i^{n+\frac{1}{2}} \right) = g \left( u_i^{n+\frac{1}{2}-N_c} \right) - g \left( U_i^{n+\frac{1}{2}-N_c} \right).
\]

Multiplying (3.10a) by $h e_i^{n+\frac{1}{2}}$, and summing up for $i$ from 1 to $M - 1$, we have

\[
h \sum_{i=1}^{M-1} \delta_i e_i^{n+\frac{1}{2}} = h \sum_{i=1}^{M-1} \left( \delta_x e_i^{n+\frac{1}{2}} - d e_i^{n+\frac{1}{2}} + F \left( u_i^{n+\frac{1}{2}-N_c}, U_i^{n+\frac{1}{2}} \right) \right) e_i^{n+\frac{1}{2}} + T_i^n e_i^{n+\frac{1}{2}}.
\]

Multiplying $e_0^{n+\frac{1}{2}}, \phi^{n+\frac{1}{2}}, e_M^{n+\frac{1}{2}}$ and $\psi^{n+\frac{1}{2}}$ on both sides of (3.10b)-(3.10e), respectively, adding the results with the above formula, then using the following summation formula by parts

\[
-h \sum_{j=1}^{M-1} \left( \delta_x e_j^{n+\frac{1}{2}} \right) e_j^{n+\frac{1}{2}} - e_0^{n+\frac{1}{2}} \delta_x e_1^{n+\frac{1}{2}} + e_M^{n+\frac{1}{2}} \delta_x e_M^{n+\frac{1}{2}} = \left| e^{n+\frac{1}{2}} \right|^2,
\]
we have

\[
1 \left( \left\| e^{n+1} \right\|^2 + |\tilde{\phi}^{n+1}|^2 + |\tilde{\psi}^{n+1}|^2 - \left\| e^n \right\|^2 - |\tilde{\phi}^n|^2 - |\tilde{\psi}^n|^2 \right) + \left| e^{n+\frac{1}{2}} \right|^2
\]

\[
\leq \sum_{i=1}^{M-1} \left( - h \left( d e_i^{n+\frac{1}{2}} - F \left( u_i^{n+\frac{1}{2}-N_r}, U_i^{n+\frac{1}{2}} \right) e_i^{n+\frac{1}{2}} + T_i^{n+\frac{1}{2}} e_i^{n+\frac{1}{2}} \right) - \tilde{\phi}^{n+\frac{1}{2}} F_0^{n+\frac{1}{2}} - 3 \sqrt{s_0} \left| e_0^{n+\frac{1}{2}} \right|^2 \right)
\]

\[
- \frac{h}{2} \left( d e_M^{n+\frac{1}{2}} - F \left( u_M^{n+\frac{1}{2}-N_r}, U_M^{n+\frac{1}{2}} \right) e_M^{n+\frac{1}{2}} + T_M^{n+\frac{1}{2}} e_M^{n+\frac{1}{2}} \right) + G \left( u_M^{n+\frac{1}{2}-N_r}, U_M^{n+\frac{1}{2}} \right) \tilde{\phi}^{n+\frac{1}{2}}
\]

\[
- \frac{h}{2} \left( d e_M^{n+\frac{1}{2}} - F \left( u_M^{n+\frac{1}{2}-N_r}, U_M^{n+\frac{1}{2}} \right) e_M^{n+\frac{1}{2}} + T_M^{n+\frac{1}{2}} e_M^{n+\frac{1}{2}} \right) + G \left( u_M^{n+\frac{1}{2}-N_r}, U_M^{n+\frac{1}{2}} \right) \tilde{\psi}^{n+\frac{1}{2}}
\]

\[
- \frac{1}{2} \left( \left| \tilde{\phi}^n \right|^2 + \left| \tilde{\psi}^n \right|^2 \right) + \frac{C}{4 \sqrt{s_0}} \left( k^2 + h^2 \right),
\]

(3.12a)

\[
\leq \frac{1}{4 \sqrt{s_0}} \left( \left| \tilde{\phi}^{n+1} \right|^2 + \left| \tilde{\psi}^{n+1} \right|^2 \right) + \frac{C}{4 \sqrt{s_0}} \left( k^2 + h^2 \right),
\]

(3.12b)

Substituting (3.12a) and (3.12b) into (3.11), we have

\[
\frac{1}{k} \left( \left\| e^{n+1} \right\|^2 + |\tilde{\phi}^{n+1}|^2 + |\tilde{\psi}^{n+1}|^2 - \left\| e^n \right\|^2 - |\tilde{\phi}^n|^2 - |\tilde{\psi}^n|^2 \right) + \left| e^{n+\frac{1}{2}} \right|^2
\]

\[
\leq \sum_{i=1}^{M-1} \left( F \left( u_i^{n+\frac{1}{2}-N_r}, U_i^{n+\frac{1}{2}} \right) e_i^{n+\frac{1}{2}} + \frac{h}{2} \left( F \left( u_i^{n+\frac{1}{2}-N_r}, U_i^{n+\frac{1}{2}} \right) e_i^{n+\frac{1}{2}} + h \left( u_M^{n+\frac{1}{2}-N_r}, U_M^{n+\frac{1}{2}} \right) \tilde{\phi}^{n+\frac{1}{2}} \right)
\]

\[
+ G \left( u_M^{n+\frac{1}{2}-N_r}, U_M^{n+\frac{1}{2}} \right) \tilde{\phi}^{n+\frac{1}{2}} + 3 \sqrt{s_0} \left( u_M^{n+\frac{1}{2}-N_r}, U_M^{n+\frac{1}{2}} \right) \tilde{\psi}^{n+\frac{1}{2}}
\]

\[
+ h \left( u_M^{n+\frac{1}{2}-N_r}, U_M^{n+\frac{1}{2}} \right) \tilde{\phi}^{n+\frac{1}{2}} + 3 \sqrt{s_0} \left( u_M^{n+\frac{1}{2}-N_r}, U_M^{n+\frac{1}{2}} \right) \tilde{\psi}^{n+\frac{1}{2}}
\]

\[
+ C_1 \left| \tilde{\phi}^{n+1} \right|^2 + C_1 \left| \tilde{\psi}^{n+1} \right|^2 + C_1 \left| \tilde{\phi}^{n+1} \right|^2 + C_1 \left| \tilde{\psi}^{n+1} \right|^2 + C_1 \left( k^2 + h^2 \right),
\]

(3.13)
where $C_1$ is a constant, which is dependent on $s_0$, $C^*$ and $d$ but independent on $k$ and $h$.

Now, we prove the main results (3.9a) and (3.9b) by mathematical induction. Since that $e_i = 0$ for $i = 0, 1, \cdots, M$, $j = -N_c, -N_c + 1, \cdots, 0$, it is easy to check (3.9a) and (3.9b) hold for $n = 0$. Suppose that (3.9a) and (3.9b) hold for $n = 0, 1, \cdots, m$, we will show the main results hold for $n = m + 1$. First, by mean value theorem, for $i = 0, 1, \cdots, M$,

$$F \left( u_i^{n+1/2-N_c}, U_i^{n+1/2-N_c} \right) e_i^{n+1/2} = f' \left( \xi_i^n \right) e_i^{n+1/2} e_i^{n+1/2},$$

where $\xi_i^n \in (u_i^{n+1/2-N_c}, U_i^{n+1/2-N_c})$. Noting that (3.9a) holds for $n \leq m$, there exist a constant $C_i^n$ such that $f' \left( \xi_i^n \right) \leq C_i^n$. This implies that

$$F \left( u_i^{n+1/2-N_c}, U_i^{n+1/2-N_c} \right) e_i^{n+1/2} \leq \frac{C_i^n}{2} \left| e_i^{n+1/2-N_c} \right|^2 + \frac{C_i^n}{2} \left| e_i^{n+1/2} \right|^2. \quad (3.14)$$

Similarly, there exist constants $\tilde{C}_i^n$ and $\overline{C}_i^n$ such that

$$\left( u_i^{n+1/2-N_c}, U_i^{n+1/2-N_c} \right) \phi_j^{n+1/2} \leq \frac{\tilde{C}_i^n}{2} \left| e_i^{n+1/2-N_c} \right|^2 + \frac{\tilde{C}_i^n}{2} \left| e_i^{n+1/2} \right|^2, \quad (3.15a)$$
$$\left( u_i^{n+1/2-N_c}, U_i^{n+1/2-N_c} \right) \psi_j^{n+1/2} \leq \frac{\overline{C}_i^n}{2} \left| e_i^{n+1/2-N_c} \right|^2 + \frac{\overline{C}_i^n}{2} \left| e_i^{n+1/2} \right|^2. \quad (3.15b)$$

Let $n = m$ in (3.13). Substituting (3.14), (3.15a) and (3.15b) into (3.13), we have there exists a constant $C_2$ (independent of $h$ and $k$) such that

$$\frac{1}{k} \left( \| e^{m+1} \|^2 + | \phi^{m+1} |^2 + | \psi^{m+1} |^2 - \| e^m \|^2 - | \phi^m |^2 - | \psi^m |^2 \right) \leq C_2 \left( \| e^{m+1} \|^2 + | e^m \|^2 + | \phi^{m+1} |^2 + | \psi^{m+1} |^2 + | \phi^m |^2 + | \psi^m |^2 + (k^2 + h^2) \right),$$

Summing up the above inequality for $m$ from 1 to $m$ and using Lemma 3.2 yields

$$\| e^{m+1} \|^2 + | \phi^{m+1} |^2 + | \psi^{m+1} |^2 + k \sum_{i=0}^m | e_i^{i+1/2} |^2 \leq C_3 (k^2 + h^2)^2,$$

where $C_3$ is a constant independent of $h$ and $k$. Moreover, by Lemma 3.3, we have

$$\| e^{m+1} \|_1 \leq k^{-1} \sqrt{T} \left( k \sum_{i=0}^m | e_i^{i+1/2} |^2 \right)^{1/2} \leq \sqrt{T} C_3 (k + k^{-1} h^2),$$

Together with Lemma 3.1, we obtain

$$\| U^{m+1} \|_\infty + | \phi^{m+1} | + | \psi^{m+1} | \leq \| U^1 \|_\infty + | \phi^1 | + | \psi^1 | + \| e^{m+1} \|_\infty + | \phi^m | + | \psi^m | \leq \sqrt{T} C_3 (k + k^{-1} h^2),$$

when $k$, $h$ and $k^{-1} h^2$ are sufficiently small. Hence, (3.9a) and (3.9b) hold for $n = m + 1$. The proof is complete. \hfill \Box

Moreover, the following stability result is imitatively obtained from the boundedness of the numerical approximations.
**Theorem 3.2.** Let \( \{U^n_i, \Phi^n_i, \Psi^n_i\} \) be the numerical approximations of \( \{u(x_i, t_n), \phi(t_n), \psi(t_n)\} \). Then, the proposed numerical schemes are stable when \( k, h \) and \( k^{-1}h^2 \) are sufficiently small.

4. Numerical experiments

In this section, we will illustrate the efficiency of LABCs and confirm theoretical results of our numerical scheme, and also test the influence of the delay on the traveling wave.

4.1. Effectiveness of the proposed method

**Example 4.1.** We show an accuracy test for the Nicholson’s blowflies equation

\[
 u_t - Du_{xx} = -d u(x, t) + bu(x, t - \tau) \exp(-au(x, t - \tau)), \quad (x, t) \in \mathbb{R} \times \mathbb{R}^+ \tag{4.1}
\]

with the initial condition

\[
 u(x, t) = \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{x^2}{2} \right), \quad (x, t) \in \mathbb{R} \times [-\tau, 0]. \tag{4.2}
\]

We take the parameters by \( D = 1, d = 2, b = 1, s_0 = 5 \) and \( \tau = 1 \). We set stepsize \( h = k \), and solve the problem on the domain \([-6, 6] \times [0, 4]\) with LABCs (2.16c) and (2.16d). Since that the exact solutions of the problem are unknown, the reference solutions are computed by using stepsize \( h = k = 10^{-4} \) on the computational domain \([-10, 10]\). In Table 1, we list the errors and the convergence order. As we can see, these numerical results confirm the effectiveness of our LABCs and numerical scheme.

**Example 4.2.** We further show an accuracy test for the Mackey-Glass equation

\[
 u_t - Du_{xx} = -d u(x, t) + \frac{bu(x, t - \tau)}{1 + u^2(x, t - \tau)}, \quad (x, t) \in \mathbb{R} \times \mathbb{R}^+ \tag{4.3}
\]

with the initial value

\[
 u(x, t) = \exp(-x^2), \quad (x, t) \in \mathbb{R} \times [-\tau, 0]. \tag{4.4}
\]

<table>
<thead>
<tr>
<th>Table 1: The errors at different time and corresponding orders for Eq. (4.1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k )</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>0.2</td>
</tr>
<tr>
<td>0.1</td>
</tr>
<tr>
<td>0.05</td>
</tr>
<tr>
<td>0.025</td>
</tr>
</tbody>
</table>
Table 2: The errors at different time and corresponding orders for Eq. (4.3).

<table>
<thead>
<tr>
<th>$k$</th>
<th>$t = 1$ error order</th>
<th>$t = 2$ error order</th>
<th>$t = 3$ error order</th>
<th>$t = 4$ error order</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>1.55E-3 - 1.06E-3</td>
<td>8.03E-4 - 7.50E-4</td>
<td>5.37E-4 - 6.01E-4</td>
<td>4.45E-5 - 5.02E-5</td>
</tr>
<tr>
<td>0.1</td>
<td>3.82E-4 2.02</td>
<td>1.95E-4 2.04</td>
<td>1.28E-4 2.05</td>
<td>1.08E-4 2.02</td>
</tr>
<tr>
<td>0.05</td>
<td>9.56E-5 2.00</td>
<td>4.82E-5 2.02</td>
<td>3.17E-5 2.01</td>
<td>2.67E-5 2.02</td>
</tr>
<tr>
<td>0.025</td>
<td>2.36E-5 2.01</td>
<td>1.19E-5 2.02</td>
<td>7.80E-6 2.02</td>
<td>6.57E-6 2.02</td>
</tr>
</tbody>
</table>

We take the parameters by $D = 1$, $d = 2$, $b = 2$, $m = 2$, $s_0 = 10$ and $\tau = 1$. Again, we set stepsize $h = k$ and solve the problem on the domain $[-6, 6] \times [0, 4]$ with our LABCs (2.16c) and (2.16d). The reference solutions are obtained by taking stepsizes $h = k = 10^{-4}$. The errors at different time and convergence orders are shown in Table 2. Again, the convergence order is consistent with the theoretical analysis.

4.2. Application of the ABCs and the numerical schemes

In this subsection, we investigate the influence of the delay on the traveling wave.

Example 4.3. Consider the Nicholson’s blowflies equation (4.1) with the initial condition

$$u(x, t) = \frac{\ln p - \ln d}{a(1 + e^{-5x})}, \quad (x, t) \in \mathbb{R} \times [-\tau, 0],$$

where $p > d$. Clearly,

$$u_- := \lim_{x \to -\infty} u(x, t) = 0, \quad u_+ := \lim_{x \to +\infty} u(x, t) = \frac{1}{a} \ln \frac{p}{d}.$$ (4.6)

These are two equilibria of the problem (4.1). Next, we are interested in investigating the influence of the delay on the traveling wave. We set the parameter $D = 1$, $d = 1$, $a = 1$, $s_0 = 6$ and $p = 10$, and then solve the problem on the computational domain $[-20, 10] \times [0, T]$ with the proposed nonlinear ABCs. The numerical results, which are obtained by taking stepsizes $k = h = 0.1$, are shown in Figs. 1-6. Fig. 1 and Fig. 2 indicate that the numerical solutions behave like some certain monotone traveling waves, when the delay is small (for example, $\tau = 0.1$). Fig. 3 and Fig. 4 indicate that the numerical solutions behave like some oscillatory traveling waves, when the delay is big (for example, $\tau = 1$). Fig. 5 and Fig. 6 indicate that the numerical solutions behave like some chaotic oscillations, when the delay becomes larger (for example, $\tau = 5$). These numerical results not only suggest that the delay term has an important impact on the dynamical behaviors of the model, but also numerically illustrate some theoretical results or conjectures on the traveling wave.
Example 4.4. Consider the Mackey-Glass equation (4.3) with the initial condition
\[
    u(x, t) = \frac{\sqrt{P/d - 1}}{(1 + e^{-5x})}, \quad (x, t) \in \mathbb{R} \times [-\tau, 0],
\]
where \( p > d \). Clearly,
\[
    u_- := \lim_{x \to -\infty} u(x, t) = 0, \quad u_+ := \lim_{x \to +\infty} u(x, t) = \sqrt{P/d - 1}.
\]
These two limitations are equilibria of problem (4.3). Next, we are concerned with the influence of the delay on the traveling wave. We still set the parameter \( D = 1, d = 1, s_0 = 6 \) and \( p = 10 \), and then solve the problem on the computational domain \([-20, 10] \times [0, T]\) with the proposed nonlinear ABCs. We also plot the numerical results in Figs. 7-12, where the numerical results are obtained by taking stepsizes \( k = h = 0.1 \). It can be seen clearly from these figures that when the delay term becomes larger and larger, the numerical solutions become more and more complicated. In these figures, they behave...
like certain monotone traveling waves, oscillatory traveling waves and chaotic oscillations, respectively. These illustrate that the delay term have an important impact on the traveling wave. To the best of our knowledge, these interesting dynamical behaviors for problem (4.3) have never been well investigated. In the present paper, we give some numerical findings on these dynamical behaviors.

5. Conclusions and discussions

In this study, we first constructed efficient local absorbing boundary conditions to reformulate the reaction-diffusion equations with time delay on unbounded domain into a reduced problem on a bounded domain. After that, we proposed a linearized finite difference method to solve the reduced problem. Numerical experiments on two typical biological models are given to demonstrate the efficiency of our LABCs and numerical
scheme. Most importantly, we investigated the influence of the delay term on the dynamical behaviors of traveling waves, and found that the traveling wave can behave like a certain monotone traveling wave, oscillatory traveling wave and an chaotic oscillation, respectively, under different time delay. A direct extension of this work is to consider the multi-dimensional case and some time-fractional models [18,21] in the future.
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