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Abstract. In this paper, we propose a globally convergent Polak-Ribière-Polyak (PRP)
conjugate gradient method for nonconvex minimization of differentiable functions by em-
ploying an Armijo-type line search which is simpler and less demanding than those defined
in [4,10]. A favorite property of this method is that we can choose the initial stepsize as the
one-dimensional minimizer of a quadratic model Φ(t) := f(xk) + tgT

k dk + 1

2
t2dT

k Qkdk, where
Qk is a positive definite matrix that carries some second order information of the objective
function f . So, this line search may make the stepsize tk more easily accepted. Preliminary
numerical results show that this method is efficient.
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1 Introduction

The nonlinear conjugate gradient method is designed to solve the following unconstrained opti-
mization problem

min{f(x) | x ∈ R
n}, (1)

where f : R
n → R is a smooth nonlinear function whose gradient will be denoted by g(x). We

consider only the case where the method is implemented without regular restarts. The iterative
formula of the conjugate gradient method is given by

xk+1 = xk + tkdk, (2)
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where tk is a stepsize which is computed by carrying out a line search, and dk is the search
direction defined by

dk =

{

−gk if k = 1,
−gk + βkdk−1 if k ≥ 2,

(3)

where βk is a scalar, and gk denotes g(xk). Three well-known formulas for βk are given as follows:

βHS
k =

gT
k (gk − gk−1)

(gk − gk−1)T dk−1
(Hestenses-Stiefel [13], 1952); (4)

βFR
k =

gT
k gk

gT
k−1gk−1

(Fletcher-Reeves [8], 1964); (5)

βPRP
k =

gT
k (gk − gk−1)

gT
k−1gk−1

(Polak-Ribière-Polyak [16, 17], 1969). (6)

The convergence behavior of the above formulas with some line search conditions has been studied
by many authors (e.g. [1-6,9-12,18-22]). In practical computations, it is generally believed that
the conjugate gradient method is preferred to the relatively exact line searches. As a result, in
the existing convergence analysis and the implementations of the conjugate gradient method,
the strong Wolfe conditions are often imposed on the line search (see e.g. [1,6,14]). The FR
method (5) with an exact line search was proved to be globally convergent on general functions
by Zoutendijk [22]. Al-Baali [1] extended this result to the strong Wolfe line search. However, the
PRP method (6) and the HS method (4) with the exact line search are not globally convergent, see
Powell’s counterexample [18]. Recent studies show that one can analyze the conjugate gradient
method under several practical line searches other than the strong Wolfe line search (see e.g.
[7,9,10,21]).

For example, the nonlinear conjugate gradient method in [7] converges globally provided the
stepsize satisfies the weak Wolfe conditions, namely,

f(xk + tkdk) − f(xk) ≤ δtkgT
k dk, (7)

and
g(xk + tkdk)T dk ≥ σgT

k dk, (8)

where 1 > σ > δ > 0 . Under the weak Wolfe line search conditions and the sufficient descent
condition gT

k dk ≤ −c‖gk‖
2, where c ∈ (0, 1), Gilbert and Nocedal [9] established the global

convergence result of the PRP and HS methods by restricting the scalar βk to be nonnegative.
Grippo and Lucidi [10] proposed new line search conditions (GLS) which were designed to

match the requirements of the convergence theory to ensure that the PRP method is globally
convergent for nonconvex problems. The line search in [10] is as follows: for any given µ > 0 and
ρ ∈ (0, 1), find

tk = max

{

ρj µ|gT
k dk|

‖dk‖2
; j = 0, 1, ...

}

(9)

such that tk satisfies
f(xk+1) ≤ f(xk) − δt2k‖dk‖

2 (10)

and
−c1‖g(xk + tkdk)‖2 ≤ g(xk + tkdk)T dk+1 ≤ −c2‖g(xk + tkdk)‖2, (11)

where 0 < c2 < 1 < c1 are constants. Recently, Grippo and Lucidi [11] reconsidered the
convergence properties of the PRP method and pointed out that limk→∞ ‖xk+1 − xk‖ = 0 is a
essentially sufficient condition for convergence that implies limk→∞ inf ‖gk‖ = 0. Further, they


