Journal of Computational Mathematics, Vol.21, No.2, 2003, 221-228.

A NEW FAMILY OF TRUST REGION ALGORITHMS FOR
UNCONSTRAINED OPTIMIZATION*"

Yuhong Da  Dachuan Xu
(State Key Laboratory of Scientific/Engineering Computing, Institute of Computational Mathematics
and Scientific/Engineering Computing, Academy of Mathematics and System Sciences, Chinese
Academy of Sciences, P.O. Box 2719, Beijing 100080, China)

Abstract

Trust region (TR) algorithms are a class of recently developed algorithms for nonlinear
optimization. A new family of TR algorithms for unconstrained optimization, which is
the extension of the usual TR method, is presented in this paper. When the objective
function is bounded below and continuously differentiable, and the norm of the Hesse
approximations increases at most linearly with the iteration number, we prove the global
convergence of the algorithms. Limited numerical results are reported, which indicate that
our new TR algorithm is competitive.
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1. Introduction

In this paper we consider the unconstrained optimization problem
min f(x), z € R, (1.1)

where f is a continuous differentiable mapping from R™ to R'. Many trust region (TR) algo-
rithms for problem (1.1) apply the following iterative method (for instance, see [10]). At the
beginning of the k-th iteration one has an estimation zj of the required vector of variables, an
n X n symmetric matrix By, which need not be positive definite, and a trust region radius Ay.
A TR algorithm calculates a trial step s by solving the “trust region subproblem”:

1
Ty Lor — b ‘
min gpd+ 2d Byd = ¢(d) (1.2)

st |12 < Ay (1.3)

where g, = V f(z1) and By, is an approximation to the Hessian of f(x). The algorithm then
computes the ratio ry between the actual reduction and the predicted reduction in the objective

function
= Aredy, _ flzr) — f(xg + sk) (1.4)
Predy or(0) — pr(sk) '
and decides whether the trial step sj is accepted and how the next trust radius Ay is chosen
according to the value of ry.
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Recently, many authors ([1-5]) give some nonmonotone trust region methods for uncon-
strained optimization. Toint [8] points out that the nonmonotone technique is helpful to over-
come the case that the sequence of iterates follows the bottom of curved narrow valleys (a
common occurrence in difficult nonlinear problems). The nonmonotone trust region algorithm
presented in [2] adjusts the next trust radius A4 according to

. Jiwy — f(xp + s1)
£ T 00(0) — or(se)

where figy = | max {£(k =)}, m(k) = min{m(k 1) + 1,20, M}, m(0) = 0, M > 0'i

an integer, M}, is relevant with k and is given in the specific algorithm. As pointed out in [5],
however, one disadvantage of using (1.5) is that, it uses the function value at x;(;), which may
be far away from the current point x.

If the matrix By, is exactly the Hessian Hy, of the objective function at zy, and if the trust
region subproblem (1.2)-(1.3) are solved exactly, it would be reasonable to use the current ratio
Tt to adjust the next trust radius Ag41. However, in practical computations, the matrix By, is
often obtained approximately (a common way is to update By_; using the pair (sx—1,yr—1)),
and the subproblem (1.2)-(1.3) are solved roughly. In such a case, it may be more reason-
able to adjust the next trust radius Ag41 according to not only rg, but the previous ratios
{"k—m,.--,Tk}, where m is some positive integer.

Following this line, we define the following quantity

(1.5)

min{k,m}

T = Z WhiTk—it15 (1.6)
i1

where wy; € [0, 1] is the weight of ry_; 1, satisfying

iwki =1 (1.7)
i=1

In the next section, we will describe a new family of TR, algorithm in which the adjusting
of the next trust radius Ag4; depends on the quantity 7 in (1.6). In Section 3, we will prove
the global convergence of our new TR, algorithm under very mild assumptions. The numerical
results, which are reported in Section 4, show that our new TR algorithm outperforms the usual
TR method for the giving test problems. Conclusions and some discussions are given in Section
S.

2. The Algorithm

We now describe the new TR algorithm as follows.

Algorithm 2.1

Step 1 Given x1 € R, A1 >0, ¢ >0, By € R™" symmetric;
0<m<y<l<, <<, k:=1.

Step 2 If ||gk]|2 < € then stop;
Find an approxzimate solution of (1.2)-(1.3), sy.

Step 3 Choose wy; € [0,1] satisfying (1.7) and compute 1, and 7y, by (1.4)
and (1.6); Calculate xy4+1 as follows:

oz if i <0,
Tht1 = { T + s, otherwise; (2.1)



