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CONVERGENCE PROPERTIES OF A MODIFIED BFGSALGORITHM FOR MINIMIZATION WITHARMIJO-GOLDSTEIN STEPLENGTHS�1)Nai-yang Deng Zheng-feng Li(Department of Mathematis, Beijing Agriultural Engineering University, Beijing 100083,China)AbstratThe line searh strategy is ruial for an eÆient unonstrained optimizationalgorithm. One of the reason why the Wolfe line searhes is reommended lies inthat it ensures positive de�niteness of BFGS updates. When gradient informationhas to be obtained ostly, the Armijo-Goldstein line searhes may be preferred. Tomaintain positive di�niteness of BFGS updates based on the Armijo-Goldstein linesearhes, a slightly modi�ed form of BFGS update is proposed by I.D. Coope andC.J. Prie (Journal of Computational Mathematis, 13 (1995), 156{160), while itsonvergene properties is open up to now. This paper shows that the modi�edBFGS algorithm is globally and superlinearly onvergent based on the Armijo-Goldstein line searhes.Key words: BFGS methods, Convergene, Superlinear onvergene.1. IntrodutionAssume that we are �nding the minimizer of the following unonstrained optimiza-tion problem minx2Rn f(x); (1.1)and assume the urrent point is xk. To alulate xk+1 from xk by a line searh method,the following iteration xk+1 = xk + �kpk; k = 1; 2; � � � (1.2)is applied. In the BFGS algorithm the searh diretion pk is hosen so that Bkpk = gk,where gk = rf(xk), the matries Bk are de�ned by the update formula reurrentlyBk+1 = Bk � BksksTkBksTkBksk + ykyTksTk yk (1.3)� Reeived Deember 5, 1995.1)Work supported by the National Natural Siene Foundation of China and the Natural SieneFoundation of Beijing.



646 N.Y. DENG AND Z.F. LIsk = xk+1 � xk (1.4)yk = gk+1 � gk (1.5)It is well known that if B1 is positive de�nite andsTk yk > 0 (1.6)then all matries Bk, k = 1; 2; � � �, generated by (1.3) are positive de�nite. One of theline searh strategies is the Wolfe line searhes whih require the steplength �k > 0 tosatisfy the inequalities f(xk + �kpk) � f(xk) + ��kgTk pk (1.7)g(xk + �kpk)T pk � �gTk pk (1.8)where � and � are onstants that satisfy 0 < � < � < 1 and � < 1=2. It is easy toshow that ondition (1.8) implies thatsTk yk � (� � 1)sTk gk > 0 (1.9)so that the BFGS updating formula an be applied with positive de�niteness beingmaintained automatially. A disadvantage is that to test ondition (1.8) requires anextragradient evaluation at eah trial value for �k. When gradient information has tobe obtained ostly, the Armijo-Goldstein line searhes�2�kpTk gk � f(xk+1)� f(xk) � �1�kpTk gk (1.10)may be preferred, where 0 < �1 < 1=2 < �2 < 1. However, ondition (1.10) does notensure that sTk yk > 0. To maintain positive de�niteness of BFGS updates based on theArmijo-Goldstein line searhes, a slightly modi�ed form of BFGS update is proposed byI.D. Coope and C.J. Prie in [2℄. They require the quadrati model, qk(x), interpolatingthe data qk(xk) = f(xk), qk(xk+1) = f(xk+1), and rqk(xk) = gk. Letzk = yk + 2(f(xk+1)� f(xk)� sTk gk)� sTk yksTk sk sk (1.11)Applying the standard BFGS update (1.3), they derive their modi�ed BFGS updatewith zk replaing yk Bk+1 = Bk � BksksTkBksTkBksk + zkzTksTk zk (1.12)Notie the ondition (1.10), we havesTk zk =sTk yk + 2(f(xk+1)� f(xk))� sTk gk)� sTk yk = 2(f(xk+1)� f(xk))� sTk gk)


