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Abstract

It is well known that mono-implicit Runge-Kutta methods have been applied
in the efficient numerical solution of initial or boundary value problems of ordinary
differential equations. Burrage(1994) has shown that the order of an s-stage mono-
implicit Runge-Kutta method is at most s+1 and the stage order is at most 3.
In this paper, it is shown that the order of an s-stage mono-implicit Runge-Kutta
method being algebraically stable is at most min(§,4), and the stage order together
with the optimal B-convergence order is at most min(s,2), where

N s+1 if s=1,2,
S =
S if $>3.
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1. Introduction

Consider the initial value problem

{ y'(t) =flty(®) 0, f:[0,400)xRN—RY, (1)
y(0) =uyoeRN
which is assumed to have a unique solution y(¢) on the interval [0, +00).
For solving (1.1), consider the s-stage implicit Runge-Kutta (IRK) method
S
Ynt+1 = Yn + hz bif(tn + ¢c;h, Yz)
e (1.2)

s
Y; :yn+hzaijf(tn+cjhuyb)a 1<i<s
j=1

and the s-stage mono-implicit Runge-Kutta (MIRK) method[2,5]
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s
Yntl = Yn T hZ:lbif(tn + c;h, Yz)
- i1 . (1.3)
Y; = (1 — Vi)yn + Viynt1 + h .Zlmijf(t” + th,, Y]), 1<i<s
‘]:

S

where h)0 is the stepsize, b;, ¢;, v, z;; and a;; are real constants, b;#0, > b; = 1, ¢;#c;
i=1

when i#7, Y; and y,, approximate y(t, + ¢;h) and y(t,) respectively, t,, = nh (n>0).

The methods (1.2) and (1.3) can be given in the tableau forms respectively:

cl| A

I (1.4)
and

clrv| X

— o (1.5)
where ¢ = (61,62,"',65)T,b = (bl,bg,---,bs)T,V = (Vl,VQ,"',VS)T,A = laj;] is an

sxs matrix, X = [z;;] is an sxs matrix with z;; = 0, when i<j. The method (1.5)
is equivalent to the IRK method (1.4) with the coefficient matrix A = X + vb”. The
method (1.4) is said to be algebraically stable[4,7], if the matrixes M = BA+ AT B —bb"
and B = diag(b) are nonnegative definite.

A number of interesting subclasses of the IRK methods have recently been identi-
fied and investigated in the references. These methods represent attempts to trade-off
the higher accuracy of the IRK methods for methods which can be implemented more
efficiently. These methods include singly-implicit Runge-kutta (SIRK) methods[1,6,7],
diagonally implicit Runge-Kutta (DIRK) methods[1,6,7],and MIRK methods[2,5]. Bur-
rage[5] has shown that the order of an s-stage MIRK method is at most s+1 and the
stage order is at most 3. In this paper, it is shown that the order of an s-stage MIRK
method being algebraically stable is at most min(5,4) and the stage order together with
the optimal B-convergence order is at most min(s,2), here and in the following sections,

- s+1 if s=1,2,
S =
5 if 5>3.

2. Main Results and Proofs

For the method (1.4) or (1.5), we introduce the simplifying conditions[1,7]:

B(p) bTCkil:%a k:1a27"'ap
C(p) : Ack’lz%, k=1,2,---,p
D(p) : bTC'kflA:w, k=1,2,---,p

where & = (cf,ck,--- 8T, CF = diag(c¥). max{p: B(p) and C(p) hold at the same

time} is said to be the stage order of the method (1.4). Since the MIRK method (1.5)



