Bifurcation in a Differential-Algebra Predator-Prey System with Time Lag Effects
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Abstract. A predator-prey system with Holling type II functional response and a time lag is described by a delayed differential-algebra system and the local asymptotic stability and Hopf bifurcation of such system is studied. It is shown that if the time lag increases, a sequence of Hopf bifurcations can occur. The stability and direction of the Hopf bifurcations are studied by using center manifold theory for functional differential equations. A numerical example illustrates our theoretical findings.
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1. Introduction

The interactions between predators and preys are arguably the building blocks of complex ecosystems [37]. Therefore, since the last century the dynamical behaviors of predator-prey systems attracted extensive attention in theoretical ecology and applied mathematics. The functional response is a significant factor in population dynamics. It shows the average number of prey per time unit for an individual predator. The simplest functional response \(m(x(t))\), where \(m > 0\) is the capture rate of the predator species, is a linear function of the prey density \(x(t)\), introduced in the celebrated Lotka-Volterra predator-prey system [37]. It is clear that the linear functional response is unbounded and does not produce saturation. Later on, a more reasonable Holling type II functional response of the form of \(m(x(t))/(a + x(t))\) with the so-called half capturing saturation constant \(a > 0\) has been considered [19,20]. The Holling type II functional response is bounded. It indicates that the amount of prey consumed by a predator per unit of time is still finite, even if the prey density \(x(t)\) is very large. In the present paper, we consider the basic predator-prey system of the Holling type II — viz.
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\[ \dot{x}(t) = x(t) \left( r - \frac{r}{K} x(t) - \frac{m y(t)}{a + x(t)} \right), \]
\[ \dot{y}(t) = y(t) \left( -d + \frac{cm x(t)}{a + x(t)} \right), \]

(1.1)

where \( x(t) \) and \( y(t) \) denote, respectively, the population densities of prey and predators at the time \( t \). The positive constants \( r, K, d \) and \( c \) represent, respectively, the intrinsic growth rate of prey population in absence of predators, the carrying capacity of the environment, the death rate of predator species and the conversion rate of predator population (converting the captured prey into predators).

It was pointed out by Kuang [26] that any population dynamics of a predator-prey system without time lag is an approximation at best, since the time lag reflects the past history of the system and can affect the present and future dynamical behaviors. On the other hand, compared to ordinary differential systems, the differential systems with time lag usually exhibit much richer and more complex dynamics such as stability switches, multistability, Takens-Bogdanov bifurcation, oscillations and periodic motions — cf. Refs. [14, 26, 29, 33, 40, 42, 43, 45, 49, 50]. Following May [33], we add a time lag \( \tau \) to the specific prey growth term \( r - (r/K)x(t) \) in the system (1.1). Here, \( \tau \) can be considered as the gestation period of prey species. Consequently, the predator-prey system with a time lag takes the form

\[ \dot{x}(t) = x(t) \left( r - \frac{r}{K} x(t - \tau) - \frac{m y(t)}{a + x(t)} \right), \]
\[ \dot{y}(t) = y(t) \left( -d + \frac{cm x(t)}{a + x(t)} \right). \]

(1.2)

Let us note that harvesting on biological populations are often practiced in real life, and the catches are commonly sold in the market for economic benefits. Therefore, here we consider a system with prey harvesting and investigate the economic benefits of the harvesting by using an economic equation in Ref. [15] — viz.

\[
\text{Net Economic Revenue} = \text{Total Revenue} - \text{Total Cost}. \tag{1.3}
\]

Let \( E(t) \) denote the harvesting effort on the prey species, \( P(t) \) the unit selling price of the catch and \( C(t) \) the unit harvesting cost. Then \( E(t)x(t) \) is the number of catches. We assume that the market has a constant demand for the catches, so that they always can be sold out here. Note that the selling price \( P(t) \) is a decreasing function of the market supply \( E(t)x(t) \) [12, 31], and the harvesting cost \( C(t) \) varies inversely to the population density \( x(t) \). Consequently, we take \( P(t) \) and \( C(t) \) as \( b/(c + E(t)x(t)) \) and \( e/x(t) \) respectively, where \( b, c \) and \( e \) are positive constants, \( b/c \) is the maximum unit selling price and \( e \) the harvesting cost for the unit population density of prey species. Thus, taking into account the economic equation (1.3), we have

\[
\text{Total Revenue} = P(t)E(t)x(t) = \frac{bE(t)x(t)}{c + E(t)x(t)},
\]
\[
\text{Total Cost} = C(t)E(t)x(t) = eE(t).
\]
It follows that the net profit $v$ of the harvesting is

$$v = E(t)x(t)\left(\frac{b}{c + E(t)x(t)} - \frac{e}{x(t)}\right).$$  \hspace{1cm} (1.4)

Incorporating the Eq. (1.4) into the system (1.2), we arrive at a delayed differential-algebra equations for predator-prey model with time lag — viz.

$$\dot{x}(t) = x(t)\left(r - \frac{r}{K} x(t - \tau) - \frac{my(t)}{a + x(t)} - E(t)\right),$$

$$\dot{y}(t) = y(t)\left(-d + \frac{cmx(t)}{a + x(t)}\right),$$

$$0 = E(t)x(t)\left(\frac{b}{c + E(t)x(t)} - \frac{e}{x(t)}\right) - v,$$  \hspace{1cm} (1.5)

where $E(t)$ is considered as a variable in what follows.

In this study, the differential-algebra predator-prey system (1.5) is supplemented with the initial conditions

$$x(\theta) > 0, \quad \theta \in [-\tau, 0], \quad y(0) > 0, \quad E(0) > 0,$$  \hspace{1cm} (1.6)

where $x(\theta) \in C([-\tau, 0], \mathbb{R})$ is a continuous bounded function, $C([-\tau, 0], \mathbb{R})$ represents a Banach space of continuous mappings from the interval $[-\tau, 0]$ into the set of real numbers $\mathbb{R}$.

Nowadays, most of the predator-prey systems with harvesting are modelled by differential equations — cf. Refs. [6, 24, 27, 36, 46] and the references therein. On the other hand, the harvested predator-prey system (1.5) considered here and also in Refs. [5, 28–30, 39, 47, 48], are differential-algebra system, where economic benefits of the harvesting on biological population are taken into account. This is an important distinction from the common harvested predator-prey systems and it is more difficult to analyse the dynamics of such systems than the systems of differential equations. In particular, the stability and Hopf bifurcation of a delayed predator-prey system with the functional response $\sqrt{x(t)}$ and harvesting was studied in Ref. [29]. In addition, Zhang et al. [47] investigated the local stability and the possible bifurcations of a Leslie-Gower predator-prey system with predator harvesting and delays (maturation delay of predators and digestion delay of preys) by using the normal form method [13]. The existence of Hopf bifurcation and stability of bifurcating periodic solutions of an ordinary predator-prey system with the Holling type IV response function has been considered in [30], where Hopf bifurcation theorem [16] and the formal series method [44] have been used. Moreover, a number of discrete-time predator-prey systems, based on Poincaré and the forward Euler schemes have been developed and studied in [5, 39, 48]. Motivated by the constrained power systems presented in [1, 32, 38], Li et al. [28] explored the singularity induced bifurcation phenomenon in an ordinary prey-dependent predator-prey system with nonlinear prey harvesting.

In this work, we discuss the population dynamics of the differential-algebra predator-prey system (1.5) in presence of time lag $\tau$ due to the gestation of prey population.
In order to study the stability of positive equilibrium and bifurcating periodic orbits of the system (1.5), we use the stability switches results [10,17] and the center manifold reduction method [18]. We also improved the predator-prey models from [5,28–30,39,47,48], where the case of constant unit selling price and unit harvesting cost was considered. Here they are time-varying variables, depending on the economics principles and harvesting cost. We note that this study, complement and extend previous works [5,6,24,27–30,36,39,46–48].

2. Local Asymptotic Stability and Hopf Bifurcations

In this section, the local asymptotic stability of the differential-algebra predator-prey system (1.5) and the appearance of the Hopf bifurcations are considered. For this, we study the characteristic equation of a linearized system for (1.5) at its positive equilibrium. Let us recall the basic properties of the system (1.5).

Lemma 2.1. The solutions of the differential-algebra predator-prey system (1.5) with the initial values (1.6) and $v > 0$ are positive for all $t > 0$.

Proof. It follows from the first equation in (1.5) that

$$\frac{dx(t)}{x(t)} = \left( r - \frac{r}{K} x(t - \tau) - \frac{my(t)}{a + x(t)} - E(t) \right) dt.$$ 

Integrating this equation over interval $(0, t)$, we obtain that

$$x(t) = x(0) \exp \left\{ \int_0^t \left( r - \frac{r}{K} x(s - \tau) - \frac{my(s)}{a + x(s)} - E(s) \right) ds \right\} > 0$$

for all $t > 0$. Similar procedure applied to the second equation in (1.5) yields

$$\frac{dy(t)}{y(t)} = \left( -d + \frac{cmx(t)}{a + x(t)} \right) dt,$$

and, consequently,

$$y(t) = y(0) \exp \left\{ \int_0^t \left( -d + \frac{cmx(s)}{a + x(s)} \right) ds \right\} > 0$$

for all $t > 0$. According to the definition of $E(t)$, this term is non-negative. Moreover, assuming that $E(t) = 0$ for a number $t > 0$, we obtain from the third equation in (1.5) that $v = 0$, which contradicts the conditions of Lemma 2.1.

Lemma 2.1 indicates that the trajectories of the differential-algebra predator-prey system (1.5) with the initial condition (1.6) and with $v > 0$ belong to the set

$$\mathbb{R}_+^3 = \{ (x(t), y(t), E(t)) | x(t) > 0, y(t) > 0, E(t) > 0 \}.$$

Therefore, our next task is to guarantee the existence of the positive equilibrium of this system, since it is located in the first quadrant of $\mathbb{R}_+^3$. 

Assuming that $X_0 = (x_0, y_0, E_0)^T$ is the equilibrium of the system (1.5), we conclude that the components of $X_0$ satisfy the equations

$$
\begin{align*}
    r - \frac{r}{K}x_0 - \frac{my_0}{a + x_0} - E_0 &= 0, \\
    -d + \frac{cmx_0}{a + x_0} &= 0, \\
    \frac{bE_0x_0}{c + E_0x_0} - eE_0 - \nu &= 0.
\end{align*}
$$

The solutions of these equations are

$$
X_0 = (x_0, y_0, E_0)^T = \left( x_0, \frac{a + x_0}{m} \left( r - \frac{r}{K}x_0 - E_0 \right), E_0 \right)^T,
$$

where $x_0 = ad/(cm - d)$ and $E_0$ is the root of the quadratic equation $ex_0E_0^2 + (ce + vx_0 - bx_0)E_0 + cv = 0$. Furthermore, since the equilibrium $X_0$ is positive, its components $x_0$, $y_0$ and $E_0$ are also positive. Therefore, here and in what follows, we always assume that

$$
cm > d, \quad bx_0 > vx_0 + ce, \quad (ce + vx_0 - bx_0)^2 \geq 4cevx_0, \quad r > \frac{r}{K}x_0 + E_0. \tag{2.1}
$$

According to the qualitative theory of differential-algebra systems [21], the system (1.5) is locally equivalent to the following DAE system around its positive equilibrium $X_0$:

$$
\begin{align*}
    \dot{x}(t) &= x(t) \left[ r - \frac{r}{K}x(t - \tau) - \frac{my(t)}{a + x(t)} - E(t) \right], \\
    \dot{y}(t) &= y(t) \left[ -d + \frac{cmx(t)}{a + x(t)} - \nu \right], \\
    \dot{E}(t) &= f_3(x(t), y(t), E(t)), \\
    0 &= E(t)x(t) \left( \frac{b}{c + E(t)x(t)} - \frac{e}{x(t)} \right) - \nu,
\end{align*}\tag{2.2}
$$

where $f_3(x, y, E)$ is a continuous differentiable function such that $f_3(x_0, y_0, E_0) = 0$. Note that explicit expression of $f_3(x, y, E)$ is not needed — cf. the Eqs. (2.6) below.

Set

$$
\begin{align*}
    f(X) := \begin{pmatrix}
        f_1(X) \\
        f_2(X) \\
        f_3(X)
    \end{pmatrix} = \begin{pmatrix}
        x(t) \left[ r - \frac{r}{K}x(t - \tau) - \frac{my(t)}{a + x(t)} - E(t) \right] \\
        y(t) \left[ -d + \frac{cmx(t)}{a + x(t)} \right] \\
        f_3(x(t), y(t), E(t))
    \end{pmatrix},
\end{align*}
$$

$$
\begin{align*}
    g(X) := E(t)x(t) \left( \frac{b}{c + E(t)x(t)} - \frac{e}{x(t)} \right) - \nu, \quad X = (x, y, E)^T,
\end{align*}
$$

and let $D$ denote the differential operator. Taking into account the Eqs. (2.2), we write

$$
D_xg(X_0) = \frac{bce_0}{(c + E_0x_0)^2}, 0, \frac{bcx_0 - e(c + E_0x_0)}{(c + E_0x_0)^2} / (c + E_0x_0)^2),
$$
so that rank $D_x g(X_0) = 2$. Thus this system does not satisfy the conditions of the parametrisation method introduced in the appendix below. Therefore, in order to employ that method here, we consider the nonsingular transformation $X = Q \bar{X}$ of the system (2.2), where

$$Q = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ R & 0 & 1 \end{pmatrix}, \quad R = -\frac{b c E_0}{b c x_0 - e(c + E_0 x_0)^2}, \quad \bar{X}(t) = (x(t), y(t), \bar{E}(t))^T.$$ 

Then, this system takes the form

$$\begin{align*}
\dot{x}(t) &= x(t) \left( r - \frac{r}{K} x(t - \tau) - \frac{m y(t)}{a + x(t)} - (\bar{E}(t) + R x(t)) \right), \\
\dot{y}(t) &= y(t) \left( -d + \frac{c m x(t)}{a + x(t)} \right), \\
\dot{\bar{E}}(t) &= f_3(x(t), y(t), \bar{E}(t)), \\
0 &= (\bar{E}(t) + R x(t)) x(t) \left( \frac{b}{c + (\bar{E}(t) + R x(t)) x(t)} - \frac{e}{x(t)} \right) - \nu,
\end{align*}$$

(2.3)

where $f_3(x, y, \bar{E})$ is a continuous differentiable function such that $f_3(\bar{X}_0) = 0$ and

$$\bar{X}_0 = (x_0, y_0, \bar{E}_0)^T = (x_0, y_0, E_0 + b c x_0 E_0/[b c x_0 - e(c + E_0 x_0)^2])^T$$

is the equilibrium of the transformed DAE system (2.3). We again point out that an explicit expression for the function $f_3(x, y, \bar{E})$ is not needed for what follows — cf. the Eqs. (2.6).

We now write

$$f(\bar{X}) = \begin{pmatrix} f_1(\bar{X}) \\ f_2(\bar{X}) \\ f_3(\bar{X}) \end{pmatrix} = \begin{pmatrix} x(t) \left( r - \frac{r}{K} x(t - \tau) - \frac{m y(t)}{a + x(t)} - (\bar{E}(t) + R x(t)) \right) \\ y(t) \left( -d + \frac{c m x(t)}{a + x(t)} \right) \\ f_3(x(t), y(t), \bar{E}(t)) \end{pmatrix},$$

$$g(\bar{X}) = (\bar{E}(t) + R x(t)) x(t) \left( \frac{b}{c + (\bar{E}(t) + R x(t)) x(t)} - \frac{e}{x(t)} \right) - \nu,$$

(2.4)

and since $\bar{E}_0 = E_0 - R x_0$, $R = -b c E_0/[b c x_0 - e(c + E_0 x_0)^2]$, then the system (2.3) takes the form

$$D_{\bar{X}} g(\bar{X}_0) = \begin{pmatrix} \frac{b c (E_0 + R x_0) - e R (c + E_0 x_0)^2}{(c + E_0 x_0)^2} & 0, & \frac{b c x_0 - e (c + E_0 x_0)^2}{(c + E_0 x_0)^2} \\ 0, & 0, & \frac{b c x_0 - e (c + E_0 x_0)^2}{(c + E_0 x_0)^2} \end{pmatrix},$$

so that rank $D_{\bar{X}} g(\bar{X}_0) = 1$. Moreover, the transformed DAE system (2.3) satisfies the other condition of the parametrisation method in Appendix.
According to Refs. [3, 7], $g(\overline{X}(t)) : \mathbb{R}^3 \to \mathbb{R}$ is a continuous differentiable function, and since rank $D_{\overline{X}}g(\overline{X}(t)) = 1$, the regular solution set of $g(\overline{X}(t))$ defines 2-dimensional smooth manifold $\mathcal{M}_g = \{\overline{X}(t) \in \mathbb{R}^3 : g(\overline{X}(t)) = 0\}$. We now consider the following parametrisation $\psi$ of $\mathcal{M}_g$: For any $\overline{X}(t) \in B(\overline{X}_0) \subset \mathcal{M}_g$, let $Y(t) = (y_1(t), y_2(t))^T \in \mathcal{N}_\psi \subset \mathbb{R}^2$ be a function such that

$$\overline{X}(t) = \psi(Y(t)) = \overline{X}_0 + U_0 Y(t) + V_0 h(Y(t)) \quad \text{and} \quad g(\psi(Y(t))) = 0,$$

where $B(\overline{X}_0)$ is an open neighborhood of $\overline{X}_0$, $\mathcal{N}_\psi = \psi^{-1}(B(\overline{X}_0))$, $h(Y(t)) : \mathbb{R}^2 \to \mathbb{R}$ a smooth mapping and

$$U_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad V_0 = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}.$$

Since $\mathcal{M}_g$ is a smooth manifold, the existence of $h$ follows from the implicit function theorem. Thus, the DAE system (2.3) can be now reduced to the parameterised system

$$\dot{Y}(t) = U_0^T D_{\overline{X}}f(\overline{X}_0) \begin{pmatrix} D_{\overline{X}}g(\overline{X}_0) \\ U_0^T \end{pmatrix}^{-1} \begin{pmatrix} 0 \\ I_2 \end{pmatrix} Y(t) + o(|Y|). \quad (2.5)$$

For more details concerning the Eq. (2.5), the reader is referred to the Appendix below. In particular, it suggests that the parametric procedure is a version of the implicit function theorem. Hence, the zeros of the corresponding function can be derived locally, without finding global inverses.

Let us study the local stability of the equilibrium $\overline{X}_0$ of the equivalent DAE system (2.3). Since $\overline{E}_0 = E_0 - RX_0$, the Jacobi matrix of the linearised system of (2.3) evaluated at the equilibrium $\overline{X}_0$ has the form

$$U_0^T D_{\overline{X}}f(\overline{X}_0) \begin{pmatrix} D_{\overline{X}}g(\overline{X}_0) \\ U_0^T \end{pmatrix}^{-1} \begin{pmatrix} 0 \\ I_2 \end{pmatrix} \begin{pmatrix} D_{\overline{X}}f_1(\overline{X}_0) \\ D_{\overline{X}}f_2(\overline{X}_0) \end{pmatrix} U_0^T \begin{pmatrix} 0 \\ I_2 \end{pmatrix}^{-1} \begin{pmatrix} 0 \\ 0 \\ b c x_0 - e(c + E_0 x_0)^2 \\ (c + E_0 x_0)^2 \end{pmatrix}^{-1}$$

$$= \begin{pmatrix} -r x_0 e^{-\lambda \tau} + \frac{m x_0 y_0}{(a + x_0)^2} - R x_0 & - \frac{m x_0}{a + x_0} - y_0 & \frac{b c x_0 - e(c + E_0 x_0)^2}{(c + E_0 x_0)^2} \\ \frac{a c m y_0}{(a + x_0)^2} & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & 0 & b c x_0 - e(c + E_0 x_0)^2 \\ 0 & 0 & (c + E_0 x_0)^2 \\ 0 & 0 & 0 \end{pmatrix}^{-1} \begin{pmatrix} 0 \\ 0 \\ 1 \\ 0 \end{pmatrix} \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}$$

$$\times \begin{pmatrix} 0 & 0 & b c x_0 - e(c + E_0 x_0)^2 \\ 0 & 0 & (c + E_0 x_0)^2 \\ 0 & 0 & 0 \end{pmatrix}^{-1} \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}.$$

It is worth noting that $U_0^T D_{\overline{X}}f(\overline{X}_0) = (D_{\overline{X}}f_1(\overline{X}_0), D_{\overline{X}}f_2(\overline{X}_0))^T$. Hence, explicit expressions for the terms $f_3(x, y, E)$ and $f_3(x, y, \overline{E})$ are not required.

In order to study the local asymptotic stability of the positive equilibrium $X_0$, we have to find the roots of the characteristic equation

$$\lambda^2 + \frac{r x_0 e^{-\lambda \tau} - \frac{m x_0 y_0}{(a + x_0)^2} + R x_0}{(a + x_0)^2} \lambda + \frac{a c m^2 x_0 y_0}{(a + x_0)^3} = 0 \quad (2.7)$$
of the Jacobi matrix (2.6). In the special case of time lag \( \tau = 0 \), the Eq. (2.7) has the form

\[
\lambda^2 + \left( \frac{r}{K} x_0 - \frac{m x_0 y_0}{(a + x_0)^2} + R x_0 \right) \lambda + \frac{a c m^2 x_0 y_0}{(a + x_0)^3} = 0, \tag{2.8}
\]

and using the Routh-Hurwitz theorem \[25\], we obtain the following result.

**Lemma 2.2.** Let the system (1.5) have the zero time lag \( \tau \). Then

(i) If \( \frac{r}{K} + R > \frac{m y_0}{(a + x_0)^2} \), the positive equilibrium \( X_0 \) is locally asymptotically stable.

(ii) If \( \frac{r}{K} + R = \frac{m y_0}{(a + x_0)^2} \), the positive equilibrium \( X_0 \) is a center.

(iii) If \( \frac{r}{K} + R < \frac{m y_0}{(a + x_0)^2} \), the positive equilibrium \( X_0 \) is unstable.

**Proof.** Considering the Eq. (2.8), we note that for \( \frac{r}{K} + R > \frac{m y_0}{(a + x_0)^2} \), the real parts of eigenvalues \( \lambda \) are always negative. Besides, in the case \( \frac{r}{K} + R = \frac{m y_0}{(a + x_0)^2} \), the Eq. (2.8) has complex conjugate imaginary roots \( \pm i \sqrt{\frac{a c m^2 x_0 y_0}{(a + x_0)^3}} \), and if \( \frac{r}{K} + R < \frac{m y_0}{(a + x_0)^2} \), at least one root of (2.8) has a positive real part and the stability follows from \[25\]. \( \square \)

**Remark 2.1.** If in the case (ii), the roots of Eq. (2.8) satisfy the transversality conditions \[16\], then the Hopf bifurcation occurs in system (1.6) for the zero time lag \( \tau \). The properties of the bifurcation can be studied by the Guckenheimer-Holmes normal form method \[16\].

If \( \tau > 0 \), we assume that \( \pm i \omega, \ \omega > 0 \) are the purely imaginary roots of the Eq. (2.7), so that equation

\[
- \omega^2 + \left[ \frac{r}{K} x_0 (\cos \omega \tau - i \sin \omega \tau) + R x_0 - \frac{m x_0 y_0}{(a + x_0)^2} \right] i \omega + \frac{a c m^2 x_0 y_0}{(a + x_0)^3} = 0
\]

holds. Separating real and imaginary parts in this equation, we write

\[
\sin \omega \tau = \frac{K \omega}{r x_0} - \frac{a c m^2 K y_0}{r \omega (a + x_0)^3}, \tag{2.9}
\]

\[
\cos \omega \tau = \frac{m K y_0}{r (a + x_0)^2} - \frac{K R}{r}. \tag{2.10}
\]

Squaring and summing the Eqs. (2.9) and (2.10) yields

\[
\omega^4 + \left[ \left( \frac{m x_0 y_0}{(a + x_0)^2} - R x_0 \right)^2 - \frac{r^2}{K^2} x_0^2 - \frac{2 a c m^2 x_0 y_0}{(a + x_0)^3} \right] \omega^2 + \frac{a^2 c^2 m^4 x_0^2 y_0^2}{(a + x_0)^6} = 0. \tag{2.11}
\]

**Lemma 2.3.** Assuming that the system (1.5) has a positive time lag \( \tau \), we have:

(i) If

\[
\frac{r}{K} + R > \frac{m y_0}{(a + x_0)^2}
\]
and
\[ x_0 \left( \frac{m y_0}{(a + x_0)^2} - R \right)^2 > \frac{r^2}{K^2} x_0^2 + \frac{2 a c m^2 y_0}{(a + x_0)^3}, \]
then the roots of (2.7) have negative real parts.

(ii) If
\[ x_0 \left( \frac{m y_0}{(a + x_0)^2} - R \right)^2 - \frac{r^2}{K^2} x_0 - \frac{2 a c m^2 y_0}{(a + x_0)^3} \]
and
\[ x_0 \left( \frac{m y_0}{(a + x_0)^2} - R \right)^2 < \frac{r^2}{K^2} x_0 + \frac{2 a c m^2 y_0}{(a + x_0)^3}, \]
then (2.11) has two positive roots \( \omega^\pm \) and the Eq. (2.10) provides the time lags \( \tau_k \) for the corresponding root — viz.
\[ \tau_k = \frac{1}{\omega^\pm} \arccos \left( \frac{m K y_0}{r(a + x_0)^2} - \frac{K R}{r} \right) + \frac{2 k \pi}{\omega^\pm}, \quad k = 0, 1, 2, \ldots . \]

**Proof.** If
\[ x_0 \left( \frac{m y_0}{(a + x_0)^2} - R \right)^2 > \frac{r^2}{K^2} x_0^2 + \frac{2 a c m^2 y_0}{(a + x_0)^3}, \]
then the Eq. (2.11) does not have positive roots, so that (2.7) does not have purely imaginary roots. Assuming that
\[ \frac{r}{K} + R > \frac{m y_0}{(a + x_0)^2}, \]
we conclude that the both roots of Eq. (2.8) have negative real parts. By Rouche's theorem [35], the real parts of the roots of (2.7) also negative.

In the case (ii), we note that
\[ \Delta = \left[ \left( \frac{m x_0 y_0}{(a + x_0)^2} - R x_0 \right) \right] \left[ \frac{r^2}{K^2} x_0^2 + \frac{2 a c m^2 x_0 y_0}{(a + x_0)^3} \right] - \frac{4 a^2 c^2 m^4 x_0^2 y_0^2}{(a + x_0)^6} > 0. \]
Therefore,
\[ \left( \frac{m x_0 y_0}{(a + x_0)^2} - R x_0 \right)^2 < \frac{r^2}{K^2} x_0^2 + \frac{2 a c m^2 x_0 y_0}{(a + x_0)^3}, \]
and the Eq. (2.11) has two positive roots — viz.
\[ \omega^\pm = \left\{ \frac{1}{2} \left[ \frac{r^2}{K^2} x_0^2 + \frac{2 a c m^2 x_0 y_0}{(a + x_0)^3} \right] - \left( \frac{m x_0 y_0}{(a + x_0)^2} - R x_0 \right)^2 \right\}^{1/2}. \]
Substituting \( \omega^\pm \) into Eq. (2.10) and solving the corresponding equation with respect to the time lag \( \tau \), we complete the proof.
Let us now differentiate the Eq. (2.7) in \( \tau \). Then

\[
2\lambda \frac{d\lambda}{d\tau} + \left( R x_0 - \frac{m x_0 y_0}{(a + x_0)^2} \right) \frac{d\lambda}{d\tau} + \frac{r}{K} x_0 e^{-\lambda \tau} \frac{d\lambda}{d\tau} + \frac{r}{K} x_0 \lambda e^{-\lambda \tau} \left( -\lambda - \tau \frac{d\lambda}{d\tau} \right) = 0.
\]

It follows that

\[
\left( \frac{d\lambda}{d\tau} \right)^{-1} = \frac{2\lambda e^{\lambda \tau} + \left( R x_0 - \frac{m x_0 y_0}{(a + x_0)^2} \right) e^{\lambda \tau} + \frac{r}{K} x_0 - \frac{r}{K} x_0 \lambda \tau}{\frac{r}{K} \lambda^2 x_0},
\]

and, consequently,

\[
\left. \left( \frac{d\lambda}{d\tau} \right)^{-1} \right|_{\lambda=i\omega} = \left( \frac{2i\omega (\cos \omega \tau + i \sin \omega \tau) + \left( R x_0 - \frac{m x_0 y_0}{(a + x_0)^2} \right) (\cos \omega \tau + i \sin \omega \tau)}{\frac{r}{K} x_0 - \frac{r}{K} x_0 \omega \tau i} \right) \left( -\frac{r}{K} \omega^2 x_0 \right)
\]

\[
= \frac{2K}{r \omega x_0} \sin \omega \tau + \left( \frac{m K y_0}{r \omega^2(a + x_0)^2} - \frac{K R}{r \omega^2} \right) \cos \omega \tau - \frac{1}{\omega^2}
\]

\[
+ i \omega \left( \frac{m K y_0}{r \omega^2(a + x_0)^2} - \frac{K R}{r \omega^2} \right) \sin \omega \tau - \frac{2K}{r \omega x_0} \cos \omega \tau.
\]

Recalling the Eqs. (2.9), (2.10), we rewrite the last expression as

\[
\Re \left( \left( \frac{d\lambda}{d\tau} \right)^{-1} \right)_{\lambda=i\omega} = \frac{2K}{r \omega x_0} \left( \frac{K \omega}{r x_0} - \frac{acm^2 K y_0}{r \omega(a + x_0)^2} \right)
\]

\[
+ \left( \frac{m K y_0}{r \omega^2(a + x_0)^2} - \frac{K R}{r \omega^2} \right) \left( \frac{m K y_0}{r(a + x_0)^2} - \frac{K R}{r} \right) - \frac{1}{\omega^2}
\]

\[
= \frac{K^2}{r^2 \omega^2 x_0^2} \left[ 2 \omega^2 - \frac{2acm^2 x_0 y_0}{(a + x_0)^3} + \left( \frac{m K y_0}{(a + x_0)^2} - R x_0 \right)^2 - \frac{r^2 x_0^2}{K^2} \right].
\]

It follows that

\[
\text{sign} \left\{ \Re \left( \frac{d\lambda}{d\tau} \right) \right\}_{\lambda=i\omega} = \text{sign} \left\{ \Re \left( \frac{d\lambda}{d\tau} \right)^{-1} \right\}_{\lambda=i\omega}
\]

\[
= \text{sign} \left\{ 2 \omega^2 - \frac{2acm^2 x_0 y_0}{(a + x_0)^3} + \left( \frac{m K y_0}{(a + x_0)^2} - R x_0 \right)^2 - \frac{r^2 x_0^2}{K^2} \right\},
\]

which yields the transversality conditions

\[
\text{sign} \left\{ \Re \left( \frac{d\lambda}{d\tau} \right) \right\}_{\tau=\tau^*, \omega=\omega^*} > 0 \quad \text{and} \quad \text{sign} \left\{ \Re \left( \frac{d\lambda}{d\tau} \right) \right\}_{\tau=\tau^*, \omega=\omega^-} < 0.
\]

Taking into account Refs. [10, 17] and using the previous lemma, we obtain the following result.
Theorem 2.1. Assuming that the system (1.5) has a positive time lag $\tau$ and

$$\frac{r}{K} + R > \frac{my_0}{(a + x_0)^2},$$

we have:

(i) If

$$x_0 \left( \frac{my_0}{(a + x_0)^2} - R \right)^2 > \frac{r^2}{K^2} x_0 + \frac{2acm^2 y_0}{(a + x_0)^3},$$

then the positive equilibrium $X_0$ is locally asymptotically stable.

(ii) If

$$\left[ x_0 \left( \frac{my_0}{(a + x_0)^2} - R \right)^2 - \frac{r^2}{K^2} x_0 - \frac{2acm^2 y_0}{(a + x_0)^3} \right]^2 > \frac{4a^2 c^2 m^4 y_0^2}{(a + x_0)^6}$$

and

$$x_0 \left( \frac{my_0}{(a + x_0)^2} - R \right)^2 < \frac{r^2}{K^2} x_0 + \frac{2acm^2 y_0}{(a + x_0)^3},$$

then there exists a positive integer $N$, such that the positive equilibrium $X_0$ is locally asymptotically stable for $\tau \in [0, \tau^+_0) \cup (\tau^-_0, \tau^+_1) \cup (\tau^-_1, \tau^+_2) \cup \cdots \cup (\tau^-_{N-1}, \tau^+_N)$ and unstable for $\tau \in (\tau^+_0, \tau^-_0) \cup (\tau^+_1, \tau^-_1) \cup (\tau^+_2, \tau^-_2) \cup \cdots \cup (\tau^+_N, \tau^-_{N-1}) \cup (\tau^+_N, +\infty)$.

The proof of Theorem 2.1 is similar to the corresponding proofs in [10, 17] and is omitted here.

3. Properties of Hopf Bifurcations

In this section, we use the center manifold theorem [18] to study the direction, stability and period of Hopf bifurcations. In order to determine the leading order terms in the theorem mentioned, we first consider the second-order Taylor expansions of the parameterised system (2.5) — i.e.

$$\dot{y}_1 = f_{1y_1}(\overline{X}_0)y_1 + f_{1y_2}(\overline{X}_0)y_2 + \frac{1}{2} f_{1y_1y_1}(\overline{X}_0)y_1^2 + f_{1y_1y_2}(\overline{X}_0)y_1y_2 + \frac{1}{2} f_{1y_2y_2}(\overline{X}_0)y_2^2 + o(|Y|^3),$$

$$\dot{y}_2 = f_{2y_1}(\overline{X}_0)y_1 + f_{2y_2}(\overline{X}_0)y_2 + \frac{1}{2} f_{2y_1y_1}(\overline{X}_0)y_1^2 + f_{2y_1y_2}(\overline{X}_0)y_1y_2 + \frac{1}{2} f_{2y_2y_2}(\overline{X}_0)y_2^2 + o(|Y|^3).$$

(3.1)
To compute the coefficients in the expansions (3.1), we use the Eqs. (2.4) so that

\[ D_{\lambda}f_1(\lambda) = \left( r - \frac{r}{K}x(t - \tau) - \frac{my}{a + x} - (Rx + \bar{E}) - \frac{r}{K}e^{-\lambda \tau}x + \frac{mx y}{a + x} - Rx, - \frac{mx}{a + x}, -x \right), \]
\[ D_{\lambda}f_2(\lambda) = \left( \frac{acmy}{(a + x)^2} - d + \frac{cmx}{a + x}, 0 \right), \]
\[ D_{\lambda}g(\lambda) = \left( \frac{bc(\bar{E} + 2Rx) - eR[c + (\bar{E} + Rx)x]^2}{[c + (\bar{E} + Rx)x]^2}, 0, \frac{bcx - e[c + (\bar{E} + Rx)x]^2}{[c + (\bar{E} + Rx)x]^2} \right). \]  

Besides, the Eqs. A.5 and A.6 in the Appendix imply

\[ D_{\lambda}Y = \left( D_{\lambda_1}Y, D_{\lambda_2}Y \right) \]
\[ = \left( D_{\lambda}g(\lambda) \right)^{-1} \begin{pmatrix} 1 \\ 0 \\ 1 \end{pmatrix} = \begin{pmatrix} \frac{1}{eR(c + (\bar{E} + Rx)x)^2 - bcx} \\ 0 \\ 1 \end{pmatrix}, \quad (3.3) \]

and the Eqs. (2.5), (3.2) and (3.3) yield

\[ f_{1y_1}(\lambda) = D_{\lambda}f_1(\lambda)D_{\lambda_1}Y = r - \frac{r}{K}x(t - \tau) - \frac{my}{a + x} - (Rx + \bar{E}) - \frac{r}{K}e^{-\lambda \tau}x + \frac{mx y}{a + x} - Rx, - \frac{mx}{a + x}, -x, \]
\[ f_{1y_2}(\lambda) = D_{\lambda}f_1(\lambda)D_{\lambda_2}Y = \frac{acmy}{(a + x)^2}, \]
\[ f_{2y_1}(\lambda) = D_{\lambda}f_2(\lambda)D_{\lambda_1}Y = \frac{acmy}{(a + x)^2}, \]
\[ f_{2y_2}(\lambda) = D_{\lambda}f_2(\lambda)D_{\lambda_2}Y = -d + \frac{cmx}{a + x}. \]  

Substituting \( \lambda_0 \) into (3.4) leads to the representations

\[ f_{1y_1}(\lambda_0) = -\frac{r}{K}e^{-\lambda_0 \tau}x_0 + \frac{mx_0 y_0}{(a + x_0)^2} - Rx_0, \]
\[ f_{1y_2}(\lambda_0) = -\frac{acmy_0}{(a + x_0)^2}, \quad f_{2y_1}(\lambda_0) = \frac{acmy_0}{(a + x_0)^2}, \]
\[ f_{2y_2}(\lambda_0) = 0. \]  

We observe that the equilibrium \( \lambda_0 \) of DAE system (2.3) corresponds to the equilibrium \( Y = 0 \) of the locally parameterised system (2.5), and \( R = -bcE_0/[bcx_0 - e(c + E_0 x_0)^2] \).
Therefore, it follows from (3.3) and (3.4) that

\[ D_\chi f_{1y_1}(\vec{x}_0) = \left( \frac{2amy_0}{(a + x_0)^3} - \frac{2r}{K} e^{-\lambda \tau} - 2R \right. \]
\[ + \frac{2bcex_0E_0(c + E_0x_0)(E_0 + Rx_0) + 2Rb^2c^2x_0^2}{[e(c + E_0x_0)^2 - bcx_0]^2} \]
\[ - \frac{e(c + E_0x_0)^2[(bcE_0 + 3bcRx_0) - eR(c + E_0x_0)^2]}{[e(c + E_0x_0)^2 - bcx_0]^2} \]
\[ - \frac{am}{(a + x_0)^2} \frac{\partial f_{1y_1}}{\partial E} \bigg|_{\vec{x} = \vec{x}_0} \right), \]
\[ D_\chi f_{1y_2}(\vec{x}_0) = \left( -\frac{am}{(a + x_0)^2}, 0, 0 \right), \] (3.6)
\[ D_\chi f_{2y_1}(\vec{x}_0) = \left( -\frac{2acmy_0}{(a + x_0)^3}, \frac{acm}{(a + x_0)^2}, 0 \right), \]
\[ D_\chi f_{2y_2}(\vec{x}_0) = \left( \frac{acm}{(a + x_0)^2}, 0, 0 \right), \]
\[ D_y \psi(0) = (D_{y_1} \psi(0), D_{y_2} \psi(0)) \]
\[ = \begin{pmatrix} 1 & 0 \\ \frac{bc(E_0 + Rx_0) - eR(c + E_0x_0)^2}{e(c + E_0x_0)^2 - bcx_0} & 1 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}. \]

Using the Eqs. (2.5) and (3.6), we write

\[ f_{1y_1}(\vec{x}_0) = D_\chi f_{1y_1}(\vec{x}_0)D_y \psi(0) = \frac{2amy_0}{(a + x_0)^3} - \frac{2r}{K} e^{-\lambda \tau} - 2R \]
\[ + \frac{2bcex_0E_0(c + E_0x_0)(E_0 + Rx_0) + 2Rb^2c^2x_0^2}{[e(c + E_0x_0)^2 - bcx_0]^2} \]
\[ - \frac{e(c + E_0x_0)^2[(bcE_0 + 3bcRx_0) - eR(c + E_0x_0)^2]}{[e(c + E_0x_0)^2 - bcx_0]^2} \]
\[ - \frac{am}{(a + x_0)^2} \frac{\partial f_{1y_1}}{\partial E} \bigg|_{\vec{x} = \vec{x}_0} \right), \]
\[ f_{1y_2}(\vec{x}_0) = D_\chi f_{1y_2}(\vec{x}_0)D_y \psi(0) = 0, \]
\[ f_{2y_1}(\vec{x}_0) = D_\chi f_{2y_1}(\vec{x}_0)D_y \psi(0) = -\frac{2acmy_0}{(a + x_0)^3}, \]
\[ f_{2y_2}(\vec{x}_0) = D_\chi f_{2y_2}(\vec{x}_0)D_y \psi(0) = \frac{acm}{(a + x_0)^2}, \] (3.7)
\[ f_{2y_2}(\vec{x}_0) = D_\chi f_{2y_2}(\vec{x}_0)D_y \psi(0) = 0. \]

If we now substitute the coefficients of (3.5), (3.7) into the expansions (3.1), it takes the form
\[ \dot{y}_1(t) = \left( \frac{mx_0y_0}{(a + x_0)^2} - Rx_0 - \frac{bcx_0(E_0 + Rx_0) - eRx_0(c + E_0x_0)^2}{e(c + E_0x_0)^2 - bcx_0} \right)y_1(t) \]

\[ - \frac{r}{K} x_0y_1(t - \tau) - \frac{mx_0}{(a + x_0)^2} y_2(t) - \frac{am}{(a + x_0)^2} y_1(t)y_2(t) \]

\[ + \left( \frac{amy_0}{(a + x_0)^2} - \frac{bcx_0E_0(c + E_0x_0)(E_0 + Rx_0) + Rb^2c^2x_0^2}{2[e(c + E_0x_0)^2 - bcx_0]^2} \right)y_1^2(t) - \frac{r}{K} y_2^2(t - \tau) + o(|Y|^3), \]

\[ \dot{y}_2(t) = \frac{acmy_0}{(a + x_0)^2} y_1(t) + \frac{acm}{(a + x_0)^2} y_1(t)y_2(t) - \frac{acmy_0}{(a + x_0)^2} y_1^2(t) + o(|Y|^3). \]
where $\eta$ is the delta function. More precisely, it is clear that $L$ and $R$ are continuous linear operators acting from the space $C([-1, 0], \mathbb{R}^2)$ into $\mathbb{R}^2$. According to the Riesz representation theorem, one has

$$L_{\mu} \Phi = \int_{-1}^{0} [d\eta(\theta, \mu)] \Phi(\theta) \quad \text{for} \quad \Phi(\theta) \in C([-1, 0], \mathbb{R}^2),$$

where $\eta(\theta, \mu)$ is a $2 \times 2$ matrix-function of bounded variation on the interval $\theta \in [-1, 0]$. More precisely,

$$\eta(\theta, \mu) = (\tau_n + \mu) \begin{pmatrix} \frac{m x_0 y_0}{(a + x_0)^2} - R x_0 - \frac{b c x_0 (E_0 + R x_0) - e R x_0 (c + E_0 x_0)^2}{e(c + E_0 x_0)^2 - b c x_0} & -\frac{m x_0}{a + x_0} \\ \frac{ac m y_0}{(a + x_0)^2} & \frac{r x_0}{(a + x_0)^2} \\ \end{pmatrix} \delta(\theta) + (\tau_n + \mu) \begin{pmatrix} \frac{r x_0}{(a + x_0)^2} & 0 \\ 0 & 0 \\ \end{pmatrix} \delta(\theta + 1),$$

and

$$\delta(\theta) := \begin{cases} 0, & \theta \in [-1, 0), \\ 1, & \theta = 0 \end{cases}$$

is the delta function.

On the space $C^1([-1, 0], \mathbb{R}^2)$ we define operators $A(\mu)$ and $R(\mu)$ by

$$A(\mu) \Phi(\theta) := \begin{cases} \frac{d\Phi(\theta)}{d\theta}, & -1 \leq \theta < 0, \\ \int_{-1}^{0} d\eta(\theta, \mu) \Phi(\theta), & \theta = 0, \end{cases}$$

$$R(\mu) \Phi(\theta) := \begin{cases} 0, & -1 \leq \theta < 0, \\ F(\mu, \Phi(\theta)), & \theta = 0. \end{cases}$$

Then the system (3.9) can be written as

$$\dot{Y}(t) = A(\mu) Y_t + R(\mu) Y_t. \quad (3.10)$$

According to the considerations in Section 2, the operator $A(0)$ has a pair of simple purely imaginary eigenvalues $\pm i \omega \tau_n$.

Consider the bilinear form

$$\langle \Psi(s), \Phi(\theta) \rangle := \tilde{\Psi}(0) \Phi(0) - \int_{0}^{\theta} \int_{\tilde{\xi} = 0}^{\theta} \tilde{\Psi}(\xi - \theta) d\eta(\theta, \xi) \Phi(\xi) d\xi,$$
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where $\Psi(s) \in C^1([0,1],(\mathbb{R}^2)^*)$, $\Phi(\theta) \in C^1([-1,0],\mathbb{R}^2)$, $\eta(\theta) = \eta(\theta,0)$, and on the space $C^1([0,1],(\mathbb{R}^2)^*)$, we define a formal adjoint operator $A^*$ for the operator $A(0)$ by

$$A^*\Psi(s) = \begin{cases} 
-\frac{d\Psi(s)}{ds}, & 0 < s \leq 1, \\
0, & s = 0.
\end{cases}$$

Consequently, $A(0)$ and $A^*$ are reciprocally adjoint [18]. Therefore, the purely imaginary roots $\pm i\omega\tau_n$ of the operator $A(0)$ are simultaneously the eigenvalues of the operator $A^*$.

We now determine the corresponding eigenvectors of the operators $A(0)$ and $A^*$. Let $q(\theta) = (1, q_2)^T e^{i\omega\tau_n \theta}$, $\theta \in [-1,0]$ and $q^*(s) = (1/D)(q_2^*, 1)e^{i\omega\tau_n s}$, $s \in [0, 1]$ be, respectively, the eigenvectors of the operators $A(0)$ and $A^*$, corresponding to the eigenvalues $i\omega\tau_n$ and $-i\omega\tau_n$, so that $A(0)q(\theta) = i\omega\tau_n q(\theta)$ and $A^*q^*(s) = -i\omega\tau_n q^*(s)$. Straightforward calculations show

$$q_2 = \frac{(a + x_0)i\omega}{mx_0} \frac{R(a + x_0)}{m} - \frac{(a + x_0)[bc(E_0 + Rx_0) - eR(c + E_0x_0)^2]}{m[e(c + E_0x_0)^2 - bcx_0]} + \frac{y_0}{a + x_0} \frac{r(a + x_0)}{mK} e^{-i\omega\tau_n},$$

$$q_2^* = \frac{i\omega(a + x_0)}{mx_0}.$$

We also observe that

$$< q^*(s), q(\theta) > = \tilde{q}^*(0)q(0) - \int_{\theta = -1}^{0} \int_{\xi = 0}^{\theta} \tilde{q}^*(\xi - \theta) \eta(\theta) q(\xi) d\xi$$

$$= \frac{1}{D} \left\{ q_2 + \tilde{q}_2^* - \int_{\theta = -1}^{0} (\tilde{q}_2^*, 1) e^{i\omega\tau_n \theta} \eta(\theta)(1, q_2)^T \right\}$$

$$= \frac{1}{D} \left( q_2 + \tilde{q}_2^* + r\tau_n\tilde{q}_2^*x_0e^{-i\omega\tau_n}/K \right).$$

Therefore, to satisfy the requirement $< q^*(s), q(\theta) >= 1$, one has to set $\tilde{D} = q_2 + \tilde{q}_2^* + (r\tau_n\tilde{q}_2^*x_0e^{-i\omega\tau_n}/K)$. Analogous considerations show that $< q^*(s), \tilde{q}(\theta) >= 0$.

Now we want to find the coordinates of the center manifold $C_0$ at the Hopf bifurcation value $\mu = 0$ — i.e. for $\tau = \tau_n$. Our considerations are based on the ideas from [18]. Setting

$$z(t) := < q^*, Y_t >, \quad W(t, \theta) := Y_t - 2\Re\{z(t)q(\theta)\} \quad (3.11)$$

on the center manifold $C_0$, we have

$$W(t, \theta) = W(z(t), \tilde{z}(t), \theta) = W_{20}(\theta)\frac{\tilde{z}^2}{2} + W_{11}(\theta)\tilde{z}\tilde{z} + W_{02}(\theta)\frac{\tilde{z}^2}{2} + W_{30}(\theta)\frac{\tilde{z}^3}{6} + \cdots, \quad (3.12)$$
where $z$ and $\bar{z}$ are the local coordinates for the manifold $C_0$ in the directions $q$ and $\bar{q}^*$. Taking into account the Eqs. (3.11) and (3.12), we observe that $W(z(t), \bar{z}(t), \theta)$ is a real-valued function if so is the function $Y_t$. If $\mu = 0$ and $Y_t \in C_0$ is a real-valued solution, then it follows from the Eqs. (3.10)-(3.12) that

$$\dot{z}(t) = i\omega \tau_n z(t) + \bar{q}^*(0)F_0(z, \bar{z}) := i\omega \tau_n z(t) + g(z, \bar{z}),$$

where

$$g(z, \bar{z}) = g_{20}(\theta)\frac{\bar{z}^2}{2} + g_{11}(\theta)z\bar{z} + g_{02}(\theta)\frac{z^2}{2} + g_{21}(\theta)\frac{\bar{z}^2}{2} + \cdots. \tag{3.14}$$

Further, the Eq. (3.13) yields

$$g(z, \bar{z}) = \bar{q}^*(0)F_0(z, \bar{z}) = \frac{\tau_n}{D}(1, \bar{q}_2^*)(F_{11}^0)_{22} = \frac{\tau_n}{D}(F_{11}^0 + \bar{q}_2^* F_{22}^0),$$

where

$$F_{11}^0 = \frac{-am}{(a + x_0)^2} y_{11}(0)y_{2r}(0)$$

$$+ \left(\frac{am y_0}{(a + x_0)^3} - R - \frac{bcex_0 E_0(c + E_0 x_0)(E_0 + Rx_0) + Rb^2c^2 x_0^2}{[e(c + E_0 x_0)^2 - bcx_0]^2} \right) \frac{\bar{y}_{11}(0)}{2[e(c + E_0 x_0)^2 - bcx_0]^2}$$

$$- \frac{r}{K} y_{11}(0) + \cdots,$$

$$F_{22}^0 = \frac{acm}{(a + x_0)^2} y_{11}(0)y_{2r}(0) - \frac{acm y_0}{(a + x_0)^3} y_{11}(0) + \cdots.$$

Combining this with (3.12), we obtain

$$g(z, \bar{z}) = \frac{\tau_n}{Q} \left[ \frac{am \bar{q}_2^* y_0}{(a + x_0)^3} - R \bar{q}_2^* + \frac{bce \bar{q}_2^* x_0 E_0(c + E_0 x_0)(E_0 + Rx_0) + Rb^2c^2 \bar{q}_2^* x_0^2}{[e(c + E_0 x_0)^2 - bcx_0]^2} \right]$$

$$\times \left[ z + \bar{z} + W_{20}^{(1)}(0)\frac{z^2}{2} + W_{11}^{(1)}(0)z\bar{z} + W_{02}^{(1)}(0)\frac{\bar{z}^2}{2} \right]$$

$$- \frac{r \bar{q}_2^*}{K} \left[ z e^{-i\omega \tau_n \theta}\bar{z} + \bar{z} e^{i\omega \tau_n \theta} + W_{20}^{(1)}(-1)\frac{z^2}{2} + W_{11}^{(1)}(-1)z\bar{z} + W_{02}^{(1)}(-1)\frac{\bar{z}^2}{2} \right]$$

$$- \frac{am \bar{q}_2^*}{(a + x_0)^2} \left[ z + \bar{z} + W_{20}^{(1)}(0)\frac{z^2}{2} + W_{11}^{(1)}(0)z\bar{z} + W_{02}^{(1)}(0)\frac{\bar{z}^2}{2} \right]$$

$$\times \left[ q_2 \bar{z} + \bar{q}_2 \bar{z} + W_{20}^{(2)}(0)\frac{z^2}{2} + W_{11}^{(2)}(0)z\bar{z} + W_{02}^{(2)}(0)\frac{\bar{z}^2}{2} \right].$$
and, consequently,}

\[ g(z, \bar{z}) = \frac{\tau_0}{D} \left\{ z^2 \left[ \frac{amq_2^2 y_0}{(a + x_0)^3} - \frac{amq_2^2 q_2^*}{(a + x_0)^3} - Ra_2^* - \frac{r q_2^*}{K} e^{-2i\omega \tau,\theta} + \frac{acmq_2}{(a + x_0)^2} - \frac{acmy_0}{(a + x_0)^3} \right] + bceq_2^* x_0 E_0 (c + E_0 x_0) (E_0 + Rx_0) + b^2 c^2 Rq_2^* x_0^2 \right. \]

\[ \left. + eq_2^* (c + E_0 x_0)^2 [(bcE_0 + 3bcRx_0) - eR(c + E_0 x_0)^2] \right\} + \frac{bceq_2^* x_0 E_0 (c + E_0 x_0) (E_0 + Rx_0) + b^2 c^2 Rq_2^* x_0^2}{[e(c + E_0 x_0)^2 - bcx_0]^2} \]

\[ + \frac{eq_2^* (c + E_0 x_0)^2 [(bcE_0 + 3bcRx_0) - eR(c + E_0 x_0)^2] \right\} + \frac{bceq_2^* x_0 E_0 (c + E_0 x_0) (E_0 + Rx_0) + b^2 c^2 Rq_2^* x_0^2}{[e(c + E_0 x_0)^2 - bcx_0]^2} \]

\[ + \frac{eq_2^* (c + E_0 x_0)^2 [(bcE_0 + 3bcRx_0) - eR(c + E_0 x_0)^2] \right\} + \frac{bceq_2^* x_0 E_0 (c + E_0 x_0) (E_0 + Rx_0) + b^2 c^2 Rq_2^* x_0^2}{[e(c + E_0 x_0)^2 - bcx_0]^2} \]

\[ + \left( \frac{acm}{(a + x_0)^2} - \frac{amq_2^2}{(a + x_0)^2} \right) W_{11}^{(2)}(0) \]
\[
\begin{align*}
&\left(\frac{amq_2\dot{x}_0}{(a + x_0)^3} - \frac{amq_2\dot{q}_2^*}{(a + x_0)^2} - Rq_2^* + \frac{acmq_2}{2(a + x_0)^2} - \frac{acmy_0}{(a + x_0)^3} \\
&+ \frac{bce\dot{q}_2^* x_0 E_0 (c + E_0 x_0)(E_0 + R x_0) + b^2 c^2 Rq_2^* x_0^2}{[e(c + E_0 x_0)^2 - bcx_0]^2} \\
&- \frac{eq_2^*(c + E_0 x_0)^2[(bc E_0 + 3 bc R x_0) - eR(c + E_0 x_0)^2]}{2[e(c + E_0 x_0)^2 - bcx_0]^2} \right) W_2^{(1)}(0) \\
&+ \left(\frac{acm}{2(a + x_0)^2} - \frac{amq_2^*}{2(a + x_0)^2} \right) W_2^{(2)}(0) \\
&- \frac{2rq_2^*}{K} e^{-i\omega_1 \tau \theta} W_1^{(1)}(-1) - \frac{rq_2^*}{K} e^{i\omega_1 \tau \theta} W_2^{(1)}(-1) \right) + \cdots \}. (3.15)
\end{align*}
\]

Equating the corresponding coefficients in (3.14) and (3.15) leads to the relations:

\[
\begin{align*}
\mathcal{g}_{20} &= \frac{2\tau_n}{D} \left[ \frac{amq_2^* x_0}{(a + x_0)^3} - \frac{amq_2\dot{q}_2^*}{(a + x_0)^2} - Rq_2^* + \frac{r_2}{K} e^{-2i\omega_1 \tau \theta} + \frac{acm}{(a + x_0)^2} - \frac{acmy_0}{(a + x_0)^3} \\
&+ \frac{bce\dot{q}_2^* x_0 E_0 (c + E_0 x_0)(E_0 + R x_0) + b^2 c^2 Rq_2^* x_0^2}{[e(c + E_0 x_0)^2 - bcx_0]^2} \\
&- \frac{eq_2^*(c + E_0 x_0)^2[(bc E_0 + 3 bc R x_0) - eR(c + E_0 x_0)^2]}{2[e(c + E_0 x_0)^2 - bcx_0]^2} \right], \\
\mathcal{g}_{11} &= \frac{\tau_n}{D} \left[ \frac{2amq_2^* x_0}{(a + x_0)^3} - \frac{2amq_2\dot{q}_2^*}{(a + x_0)^2} - 2Rq_2^* + \frac{2r_2}{K} + \frac{2acm}{(a + x_0)^2} - \frac{2acmy_0}{(a + x_0)^3} \\
&+ \frac{2bce\dot{q}_2^* x_0 E_0 (c + E_0 x_0)(E_0 + R x_0) + 2b^2 c^2 Rq_2^* x_0^2}{[e(c + E_0 x_0)^2 - bcx_0]^2} \\
&- \frac{eq_2^*(c + E_0 x_0)^2[(bc E_0 + 3 bc R x_0) - eR(c + E_0 x_0)^2]}{2[e(c + E_0 x_0)^2 - bcx_0]^2} \right], \\
\mathcal{g}_{02} &= \frac{2\tau_n}{D} \left[ \frac{amq_2^* x_0}{(a + x_0)^3} - \frac{amq_2\dot{q}_2^*}{(a + x_0)^2} - Rq_2^* + \frac{r_2}{K} e^{2i\omega_1 \tau \theta} + \frac{acm}{(a + x_0)^2} - \frac{acmy_0}{(a + x_0)^3} \\
&+ \frac{bce\dot{q}_2^* x_0 E_0 (c + E_0 x_0)(E_0 + R x_0) + b^2 c^2 Rq_2^* x_0^2}{[e(c + E_0 x_0)^2 - bcx_0]^2} \\
&- \frac{eq_2^*(c + E_0 x_0)^2[(bc E_0 + 3 bc R x_0) - eR(c + E_0 x_0)^2]}{2[e(c + E_0 x_0)^2 - bcx_0]^2} \right], \\
\mathcal{g}_{21} &= \frac{2\tau_n}{D} \left[ \left( \frac{2amq_2^* x_0}{(a + x_0)^3} - \frac{amq_2\dot{q}_2^*}{(a + x_0)^2} - 2Rq_2^* + \frac{acm}{(a + x_0)^2} - \frac{2acmy_0}{(a + x_0)^3} \\
&+ \frac{2bce\dot{q}_2^* x_0 E_0 (c + E_0 x_0)(E_0 + R x_0) + 2b^2 c^2 Rq_2^* x_0^2}{[e(c + E_0 x_0)^2 - bcx_0]^2} \right) \right].
\end{align*}
\]
We note that the coefficients $g_{20}$, $g_{11}$ and $g_{02}$ are well defined. On the other hand, $W_{20}(\theta)$ and $W_{11}(\theta)$ in the expression for $g_{21}$ are not yet determined. To find them, we use the approach of [18], thus obtaining

$$W_{20}(\theta) = \frac{i g_{20}}{\omega \tau_n} q(0) e^{i \omega \tau_n \theta} + \frac{i g_{02}}{3 \omega \tau_n} \tilde{q}(0) e^{-i \omega \tau_n \theta} + \mathcal{E}_1 e^{2i \omega \tau_n \theta},$$

and

$$W_{11}(\theta) = -\frac{i g_{11}}{\omega \tau_n} q(0) e^{i \omega \tau_n \theta} + \frac{i g_{11}}{\omega \tau_n} \tilde{q}(0) e^{-i \omega \tau_n \theta} + \mathcal{E}_2,$$

where

$$\mathcal{E}_1 = \begin{pmatrix} 2i \omega + R x_0 + \frac{b c x_0 (E_0 + R x_0) - e R x_0 (c + E_0 x_0)^2}{e (c + E_0 x_0)^2 - b c x_0} & \frac{m x_0 y_0}{(a + x_0)^2} + \frac{r}{K} x_0 e^{-2i \omega \tau_n} & \frac{m x_0}{a + x_0} \\ -\frac{m x_0 y_0}{(a + x_0)^2} & \frac{m x_0}{a + x_0} & 2i \omega \\ -\frac{acm y_0}{(a + x_0)^2} & 0 & 0 \end{pmatrix}^{-1} \begin{pmatrix} \mathcal{P}_{11} \\ \mathcal{P}_{21} \end{pmatrix},$$

and

$$\mathcal{E}_2 = \begin{pmatrix} R x_0 + \frac{b c x_0 (E_0 + R x_0) - e R x_0 (c + E_0 x_0)^2}{e (c + E_0 x_0)^2 - b c x_0} & \frac{m x_0 y_0}{(a + x_0)^2} + \frac{r}{K} x_0 & \frac{m x_0}{a + x_0} \\ -\frac{m x_0 y_0}{(a + x_0)^2} & \frac{m x_0}{a + x_0} & 0 \\ -\frac{acm y_0}{(a + x_0)^2} & 0 & 0 \end{pmatrix}^{-1} \begin{pmatrix} \mathcal{Q}_{11} \\ \mathcal{Q}_{21} \end{pmatrix},$$

and

$$\mathcal{P}_{11} = \frac{am y_0}{(a + x_0)^3} - R + \frac{b c x_0 E_0 (c + E_0 x_0) (E_0 + R x_0) + R b^2 c^2 x_0^2}{[e (c + E_0 x_0)^2 - b c x_0]^2}.$$
Immediate calculations show that

\[
\begin{align*}
\mathcal{P}_{21} &= \frac{-e(c + E_0 x_0)^2[(bcE_0 + 3bcRx_0) - eR(c + E_0 x_0)^2]}{2[e(c + E_0 x_0)^2 - bc x_0]^2} \\
&- \frac{amq_2}{(a + x_0)^2} - \frac{\theta}{K} e^{-2i\omega \tau_n}, \\
\mathcal{Q}_{11} &= \frac{-e(c + E_0 x_0)^2[(bcE_0 + 3bcRx_0) - eR(c + E_0 x_0)^2]}{2[e(c + E_0 x_0)^2 - bc x_0]^2} \\
&- \frac{amy_0}{(a + x_0)^3}, \\
\mathcal{Q}_{21} &= \frac{-amRe(q_2)}{(a + x_0)^2} - \frac{acmy_0}{(a + x_0)^3},
\end{align*}
\]

where

\[
\begin{align*}
\varepsilon_1 &= \left( \begin{array}{c}
4\mathcal{P}_{11}i\omega - \frac{2mx_0}{a + x_0}\mathcal{P}_{21} \\
2acmy_0 \mathcal{Q}_{11} + \mathcal{Q}_{21} \mathcal{P}_{21}
\end{array} \right) \mathcal{T}_1 \\
\varepsilon_2 &= \left( \begin{array}{c}
-\frac{2(a + x_0)^2}{acmy_0} \mathcal{Q}_{21} \\
\frac{2(a + x_0)^2}{mx_0} \mathcal{Q}_{11} - 2\mathcal{T}_3 \mathcal{Q}_{21}
\end{array} \right)
\end{align*}
\]

Substituting \( \varepsilon_1 \) and \( \varepsilon_2 \) into the Eqs. (3.16), we obtain the terms \( W_{20}(\theta) \) and \( W_{11}(\theta) \) and \( \varepsilon_{21} \). Therefore, the critical parameters
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\[ c_1(0) = \frac{i}{2\omega \tau_n} \left( g_{11} g_{20} - 2 |g_{11}|^2 - \frac{|g_{02}|^2}{3} \right) + \frac{g_{21}}{2}, \]

\[ \mu_2 = \frac{\text{Re}\{c_1(0)\}}{\text{Re}\{\lambda'(\tau_n)\}}, \quad \beta_2 = 2\text{Re}\{c_1(0)\}, \quad T_2 = -\frac{\text{Im}\{c_1(0)\} + \mu_2 \text{Im}\{\lambda'(\tau_n)\}}{\omega \tau_n} \]

Defining the properties of Hopf bifurcation for \( \tau = \tau_n \) are also known — cf. [18].

Using the necessary conditions for Hopf bifurcations in the differential-algebra predator-prey system (1.5), we arrive at the following result connected with the classical Hopf bifurcation theorem [18].

**Theorem 3.1.** Assume that the system (1.5) has a positive time lag \( \tau \) and

\[
\begin{align*}
\frac{r}{K} + R &> \frac{my_0}{(a + x_0)^2}, \\
\left[ x_0 \left( \frac{my_0}{(a + x_0)^2} - R \right) - \frac{r^2}{K^2} x_0 - \frac{2acm^2y_0}{(a + x_0)^3} \right]^2 &> \frac{4a^2c^2m^4y_0^2}{(a + x_0)^6}, \\
x_0 \left( \frac{my_0}{(a + x_0)^2} - R \right)^2 &< \frac{r^2}{K^2} x_0 + \frac{2acm^2y_0}{(a + x_0)^3}.
\end{align*}
\]

Then a Hopf bifurcation can only occur at a positive equilibrium \( X_0 \) if the time lag \( \tau \) is one of the bifurcation value \( \tau_n \pm n, n = 0, 1, 2, \ldots, N \). Moreover,

(i) If \( \mu_2 > 0 \) (\( \mu_2 < 0 \)), then the Hopf bifurcation is supercritical (subcritical).

(ii) If \( \beta_2 < 0 \) (\( \beta_2 > 0 \)), then the bifurcating periodic orbits are stable (unstable).

(iii) If \( T_2 > 0 \) (\( T_2 < 0 \)), then the period of the bifurcating periodic orbits increases (decreases).

**4. Example**

Let us consider the system (1.5) with parameters \( r = 6, K = 3/2, m = 1, a = 1, d = 1/2, c = 1, b = 6, e = 1 \) and \( \nu = 2 \) — i.e.

\[
\begin{align*}
\dot{x}(t) &= x(t) \left( 6 - 4x(t - \tau) - \frac{y(t)}{1 + x(t)} - E(t) \right), \\
\dot{y}(t) &= y(t) \left( -\frac{1}{2} + \frac{x(t)}{1 + x(t)} \right), \\
0 &= E(t)x(t) \left( \frac{6}{1 + E(t)x(t)} - \frac{1}{x(t)} \right) - 2.
\end{align*}
\]
The coefficients of (4.1) satisfy the assumptions (2.1) and simple computations shows that this system has a positive equilibrium $X_0^* = (1, 2, 1)$ and $R = -3$. It follows that
\[
\begin{align*}
(r/K) + R &= 1 > m y_0/(a + x_0)^2 = 0.5, \\
x_0[m y_0/(a + x_0)^2 - R]^2 - (r^2/K^2)x_0 - 2acm^2 y_0/(a + x_0)^3) &= 18.0625 > 4a^2c^2m^4y_0^2/(a + x_0)^6 = 0.25, \\
x_0[m y_0/(a + x_0)^2 - R]^2 &= 12.25 < (r^2/K^2)x_0 + 2acm^2 y_0/(a + x_0)^3 = 16.5.
\end{align*}
\]

Hence, this system satisfies the conditions for occurrence Hopf bifurcation — cf. Theorems 2.1 and 3.1.

The corresponding equation (2.11) takes the form $\omega^4 - (17/4)\omega^2 + (1/16) = 0$. It has two positive roots $\omega^+ = 2.0580$ and $\omega^- = 0.1215$ derived with the assistance of MATLAB 7.0. Therefore, $\tau_0^* = (1/2.0580)\arccos(7/8) = 0.2456$, $\tau_0^- = (1/0.1215)\arccos(7/8) = 4.1593$ and the terms in (3.17) are also defined — viz.

\[
\begin{align*}
c_1(0) &= 1.1374 - 9.5281i, \\
\lambda'(\tau_0^+) &= 15.8647 - 1.7309i, \\
\mu_2 &= -0.0717 < 0, \\
\beta_2 &= 2.2748 > 0, \\
T_2 &= 18.6054 > 0.
\end{align*}
\]

Theorem 2.1 yields that if $\tau \in [0, 0.2456)$, then the equilibrium $X_0^*(1, 2, 1)$ is locally asymptotically stable and it is unstable if $\tau \in (0.2456, 4.1593)$. Thus a Hopf bifurcation occurs at the equilibrium $X_0^* = (1, 2, 1)$ for the time lag $\tau_0^* = 0.2456$. By Theorem 3.1, the Hopf bifurcation at $\tau_0^*$ is subcritical and the corresponding bifurcating periodic orbits increase and are unstable.

To verify the above conclusions, we present numerical results for the example (4.1) at different time lags $\tau$. MATLAB simulations show that the equilibrium $X_0^*(1, 2, 1)$ is locally asymptotically stable if $\tau = 0$ and $\tau = 0.243 < \tau_0^*$ — cf. Figs. 1-2. If $\tau$ takes the bifurcation value $\tau_0^* = 0.2456$, then periodic orbits bifurcate from the equilibrium $X_0^*(1, 2, 1)$ — cf. Fig. 3. If $\tau = 0.24563 > \tau_0^*$, the periodic orbits are bifurcating from the equilibrium $X_0^*(1, 2, 1)$ are unstable and increase — cf. Fig. 4, and if $\tau = 0.2485 > \tau_0^*$, the equilibrium $X_0^*(1, 2, 1)$ is unstable — cf. Fig. 5.

5. Discussion

The understanding of population dynamics in predator-prey systems can be very helpful in the study of multiple species interactions in biological systems [9, 14, 26, 37]. In this work, we considered the impact of time lag on the population dynamics in the differential-algebra predator-prey system (1.5) and observed that the presence of time lag makes the stability and bifurcation analysis much more complicated. Our study shows that the positive equilibrium of the predator-prey system is locally asymptotically stable for sufficiently small time lags $\tau \geq 0$. If $\tau$ grows, then for the sequence of Hopf bifurcation values, the stability of a positive equilibrium switches back and force several times and the equilibrium becomes unstable for sufficiently large $\tau$. Stable equilibrium ensures that the populations
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Figure 1: Positive equilibrium $X^*_0(1, 2, 1)$ is locally asymptotically stable, $\tau = 0$. Initial values are $(x(0), y(0), E(0)) = (0.9999, 2.0006 + 0.01 \times n, 0.9999)$, $n = 1, 2$.

Figure 2: Positive equilibrium $X^*_0(1, 2, 1)$ is locally asymptotically stable, $\tau = 0.243 < \tau^*_0 = 0.2456$. Initial values are $(x(\theta), y(0), E(0)) = (0.9999, 2.0006, 0.9999)$. 
Figure 3: Periodic orbits bifurcate from the positive equilibrium $X_0^*(1, 2, 1)$, $\tau_0^* = 0.2456$. Initial values are $(x(\theta), y(0), E(0)) = (0.9999, 2.0006, 0.9999)$.

Figure 4: Periodic orbits bifurcating from the positive equilibrium $X_0^*(1, 2, 1)$ increase and are unstable, $\tau = 0.24563 > \tau_0^* = 0.2456$. Initial values are $(x(\theta), y(0), E(0)) = (0.9999, 2.0006, 0.9999)$. 
of predators and preys coexist and arrive at a natural balance state as time \( t \) goes on. Consequently, the sustainability of such differential-algebra predator-prey system is protected. However, if a positive equilibrium is unstable, then the predator-prey system can easily lose its ecological balance under small disturbance by the outside world, with possible disappearance of both predator and prey species.

On the other hand, the stability switches of a positive equilibrium would generate families of small-amplitude periodic orbits bifurcating from the equilibrium. The appearance of bifurcating periodic orbits would result in small-amplitude oscillations of population densities in our predator-prey system. This can be considered as the periodic evolution of prey and predator species. The stable periodic orbits indicate that the populations of predators and preys with the initial population densities (1.6) (around the positive equilibrium values) can still coexist in an oscillatory mode. However, unstable periodic orbits produce the growing oscillations of populations which can cause the extinction of the ecosystem. Therefore, the study of the stability, direction, and periodic orbits arising in Hopf bifurcations play an important role in the understanding of oscillatory actions in the differential-algebra predator-prey system (1.5).

We also note that the external harvesting effort \( E(t) \) may not be unique. If we consider the system (1.5) from the perspective of differential equations — i.e. if we derive \( E(t) \) from the Eq. (1.5) and substitute it into the first differential equation of (1.5), then the following two cases have to be discussed:

(i) \( \Delta = [ce+vx(t)-bx(t)]^2-4cve\sqrt x(t) > 0 \) and (1.5) has two positive real roots \( E_{1,2}(t) \).

Figure 5: Positive equilibrium \( X^1(1,2,1) \) is unstable, \( \tau = 0.2485 > \tau_0^p = 0.2456 \). Initial values are \( (x(\theta), y(0), E(0)) = (0.9999, 2.0006, 0.9999) \).
(ii) \( \Delta = [ce + vx(t) - bx(t)]^2 - 4cvx(t) = 0 \) and (1.5) has only one positive root \( E_1(t) \).

These cases are connected with the delayed differential subsystems, all of which should be studied if we want to have dynamical results for the original system (1.5). However, as was seen in Section 3, the use of the center manifold theorem is a very complicated matter even for one delayed differential system (3.8). Therefore, working with \( 3 \times 3 \) delayed differential systems lead to big computational problems and here, the system (1.5) is studied as a whole, without extracting the variable \( E(t) \). In fact, differential-algebra equations are different from differential equations — cf. Refs. [4, 21–23, 34]. In Section 2, we apply the parametrisation method for differential-algebra equations to study the dynamics of (1.5), thus reducing the initial system (1.5) to a 2-dimensional delayed differential system (3.8). Hence, the local stability and Hopf bifurcations of the original system (1.5) can be determined only by the delayed differential system (3.8). This approach is much more convenient than direct conversion into three delayed differential subsystems.

The approach of this work can be used in other problems, such as

(i) Since predators require a time to go to the maturity stage [14, 26], the corresponding maturation time lag and the combined impacts of the double time lag on the population dynamics can be incorporated into the system (1.5).

(ii) Stage-structure of biological population, which is extremely important in population dynamical systems can be included into our predator-prey model — cf. [2, 11].

(iii) The discrete-time dynamical systems are of vital significance in the field of population biology [8, 9] and can be studied within corresponding discrete systems for (1.5).
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**A. Appendix**

Here we provide a short introduction to the parametrisation method [7]. Consider the following DAE system:

\[
\dot{X}(t) = f(\bar{X}(t)),
0 = g(\bar{X}(t)),
\quad \text{(A.1)}
\]
where \( f : \mathbb{R}^n \to \mathbb{R}^n \), \( g : \mathbb{R}^n \to \mathbb{R}^k \) \((k < n)\) are continuous differentiable functions, \( \bar{X}(t) = (\bar{x}_1(t), \bar{x}_2(t), \ldots, \bar{x}_n(t))^T \in \mathbb{R}^n \), \( f = (f_1, f_2, \cdots, f_n)^T \), \( g = (g_1, g_2, \cdots, g_k)^T \). We also assume that DAE system (A.1) has an equilibrium \( \bar{X}_0 \).

If \( \text{rank}D_{\bar{X}}g(\bar{X}_0) = k \) and \( D_{\bar{X}}g(\bar{X}_0) = (0, P)_{\mathbb{R} \times n} \), where \( \det P_{\mathbb{R} \times k} \neq 0 \), then to the system (A.1) the following parametrisation can be applied:

\[
\bar{X}(t) = \psi(Y(t)) = \bar{X}_0 + U_0 Y(t) + V_0 h(Y(t)), \quad (A.2)
\]

\[
g(\psi(Y(t))) = 0, \quad (A.3)
\]

where

\[
U_0 = \begin{pmatrix} I_{(n-k)} & 0 \\ 0 & I_{n \times k} \end{pmatrix}, \quad V_0 = \begin{pmatrix} 0 \\ I_{k \times n} \end{pmatrix},
\]

\[
Y(t) = (y_1(t), y_2(t), \cdots, y_{(n-k)}(t))^T \in \mathbb{R}^{(n-k)},
\]

and \( h(Y) : \mathbb{R}^{(n-k)} \to \mathbb{R}^k \) is a smooth mapping.

Substituting \( \bar{X}(t) = \psi(Y(t)) \) into the first equation (A.1) yields

\[
D_Y \psi(Y(t)) \dot{Y}(t) = f(\psi(Y(t))). \quad (A.4)
\]

Differentiating (A.2) in \( Y \), we obtain

\[
D_Y \psi(Y(t)) = U_0 + V_0 D_Y h(Y(t))
\]

and multiplying the result by \( U_0^T \) leads to the equation

\[
U_0^T D_Y \psi(Y(t)) = I_{(n-k)}. \quad (A.5)
\]

Now we differentiate the Eq. (A.3) in \( Y \), so that

\[
D_{\bar{X}}g(\bar{X}(t)) D_Y \psi(Y(t)) = 0. \quad (A.6)
\]

It follows from (A.5) and (A.6) that

\[
D_Y \psi(Y(t)) = \begin{pmatrix} D_{\bar{X}}g(\bar{X}(t)) \\ U_0^T \end{pmatrix}^{-1} \begin{pmatrix} 0 \\ I_{(n-k)} \end{pmatrix},
\]

and substituting it into (A.4) yields

\[
\begin{pmatrix} D_{\bar{X}}g(\bar{X}(t)) \\ U_0^T \end{pmatrix}^{-1} \begin{pmatrix} 0 \\ I_{(n-k)} \end{pmatrix} \dot{Y}(t) = f(\psi(Y(t))). \quad (A.7)
\]

Using (A.4), (A.6) and (A.7), we write

\[
\begin{pmatrix} 0 \\ I_{(n-k)} \end{pmatrix} \dot{Y}(t) = \begin{pmatrix} D_{\bar{X}}g(\bar{X}(t)) f(\psi(Y(t))) \\ U_0^T f(\psi(Y(t))) \end{pmatrix} = \begin{pmatrix} 0 \\ U_0^T f(\psi(Y(t))) \end{pmatrix}.
\]
Thus the DAE system (A.1) can be reduced to the following parameterised system of $n-k$ differential equations around its equilibrium $\tilde{X}_0$:

$$\dot{Y}(t) = U_0^T f(\psi(Y(t))),$$

the Taylor expansions of which around the equilibrium $\tilde{X}_0$ has the form

$$\dot{Y} = U_0^T D_{\tilde{X}} f(\tilde{X}_0) \left( D_{\tilde{X}} g(\tilde{X}_0) \right)^{-1} \begin{pmatrix} 0 \\ U_0^T I_{(n-k)} \end{pmatrix} Y + o(|Y|).$$
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