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Abstract. The h-p version of the continuous Petrov-Galerkin time stepping method is

analyzed for nonlinear initial value problems. An L∞-error bound explicit with respect

to the local discretization and regularity parameters is derived. Numerical examples are

provided to illustrate the theoretical results.
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1. Introduction

This article discusses an h-p version of the continuous Petrov-Galerkin (CPG) method,

introduced by Wihler [13] to solve nonlinear initial value problems for ordinary differential

equations of the form

¨
u′(t) = f (t,u(t)) , t ∈ I := (0, T ) ,

u(0) = u0 ∈ R ,
(1.1)

where u : Ī → R and f = f (t,u) : Ī ×R → R is a given continuous function. We assume

that f is uniformly Lipschitz continuous with respect to u — i.e.

| f (t,u)− f (t,v)| ≤ L|u− v | ∀ u,v ∈ R , t ∈ Ī , (1.2)

for some Lipschitz constant L > 0. Under the assumption (1.2), there exists a unique

solution u of (1.1) that is continuously differentiable.

The origins of Galerkin methods for the numerical solution of ordinary differential equa-

tion (ODE) initial value problems can be traced back to the 1970s — e.g. continuous
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Galerkin (CG) approximations [4,6,7], where global adaptive error control was addressed,

and discontinuous Galerkin (DG) methods — cf. [2,3] and references therein. Both the CG

and DG time stepping methods are implicit single-step schemes that allow for arbitrary vari-

ation in the time step and the approximation order, which naturally lead to an h-p version

Galerkin framework. Recently, the h-p version CG and DG methods were analysed for non-

linear initial value ODE [10,13], where exponential rates of convergence were achieved for

solutions with start-up singularities. Moreover, the h-p version CG and DG methods have

been applied successfully to Volterra integro-differential equations (VIDE) [1, 14], linear

parabolic problems [11], and VIDE of parabolic type [9].

The aim of this article is to derive an L∞-error estimate for the h-p version of the CPG

method for the problem (1.1). An error analysis in the L2- and H1-norm has previously

been carried out for the h-p version CPG method for nonlinear initial value problems [13]

where an error splitting u−U = (u− eU)+ (eU −U) was employed, with U denoting the h-p

approximation to the exact solution u and eU the solution of an auxiliary variational problem

— cf. (3.12) below. However, it seems that the derivation of an L∞-error bound for the

term u− eU is not a trivial task, and here the error splitting is approached from a different

perspective. Thus the function eU can be interpreted in another way, coinciding with a well-

studied polynomial approximation I u — cf. (3.4) and Lemma 3.2 below. The main task

in the error analysis can then be reduced to estimating only the term eU − U . This leads

to an L∞-error bound explicit with respect to the time steps, the approximation orders,

and the regularity of the exact solution. In Section 2, the h-p version CPG time stepping

method for (1.1) is introduced, and the error analysis and an L∞-error estimate for the

CPG method are obtained in Section 3. Numerical examples illustrating the performance

of the CPG method are presented in Section 4, and brief concluding remarks are made in

Section 5.

2. Formulation of the h-p Version CPG Method

To describe the CPG method for the discretisation of the problem (1.1), consider a

partition Th of the time interval I given by the points

0= t0 < t1 < t2 < · · · < tN−1 < tN = T .

Let In = (tn−1, tn) and kn = tn − tn−1 for 1 ≤ n ≤ N , and denote by k = max{kn}
N
n=1 the

maximum step-size of the partition Th. In particular, if there is a constant Cq > 0 such

that k ≤ Cqkn for all 1≤ n≤ N , the partition Th is called quasi-uniform. An approximation

order rn ≥ 1 is assigned to each time interval In, and stored in the polynomial degree vector

r= {rn}
N
n=1

. The tuple (Th, r) is called an h-p discretisation of I .

For a given h-p discretisation (Th, r) of I , the h-p approximation and test function spaces

are respectively

Sr,1(Th) =
�
u ∈ H1(I) : u|In

∈ Prn
(In), 1≤ n≤ N
	

and

Sr−1,0(Th) =
�
u ∈ L2(I) : u|In

∈ Prn−1(In), 1≤ n≤ N
	

,


